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In order to provide decision support tools for farmers based on information technologies such as crop
growth models, sensing, and farming models, highly accurate prediction of the rate of photosynthesis, or
carbon assimilation rate (4), in crops is required. While there have been many studies on photosynthesis
under steady-state light conditions, there has been insufficient research on photosynthesis under dynamic
light levels in natural environments. In particular, there have been no studies of modeling using time series
data of the surrounding environment (.e., pre-history information) using methods such as deep learning, and
it is necessary to clarify whether this leads to improved accuracy and what explanatory variables are
important for prediction.

First of all, we applied a recursive neural network, Long-Short Term Memory Neural Network
(LSTM), which is suitable for time-series data, to the sensor data obtained from gas exchange measurements
on individual rice leaves in a paddy field, we constructed a model that can predict the rate of photosynthesis of
individual rice leaves, and quantitatively evaluated the prediction accuracy. The results showed that the
prediction accuracy using all explanatory variables was superior to that of conventional regression models in
terms of the mean absolute error (MAE) index. The results of an experiment to identify the variables
important for prediction by excluding time-series variables suggested that the temporal variation information
of CO2 concentration in leaves and conductance to water vapor in the stomatal/foliar boundary layer were
important for prediction. Although LSTM enables highly accurate prediction, it is necessary to construct a
prediction model using only easily obtainable sensor data for practical use.

In the next study, we developed a BLSTM-augmented LSTM (BALSTM) with a mechanism to
simulate the data of variables inside leaves, aiming to improve the accuracy of prediction models using only
external environmental variables. The most important feature of BALSTM (Qin, Ca, Tair) is that it uses only
three external environmental variables as inputs, which are relatively easy to collect: light flux density (Qin),
CO2 concentration in the air (Ca), and outdoor air temperature (Tair), and generates intermediate outputs of
CO2 concentration inside the leaf (Ci) and stomatal conductance to water vapor (gsw) using two-way LSTM.
The intermediate outputs are then added to the LSTM model as additional pseudo-explanatory variables to
improve the prediction accuracy of A.

The experimental results show that BALSTM (Qin, Ca, Tair) has significantly higher prediction
accuracy for Athan LSTM (Qin, Ca, Tair) when only Qin, Ca, and Tair are used. In particular, BALSTM (Qin,
Ca, Tair) was found to clearly improve results in several individual samples where LSTM (Qin, Ca, Tair) had
lower prediction accuracy. The results of the experiments comparing the variables to be generated
intermediately showed superior accuracy compared to the other candidates, especially when generating the
leaf internal CO2 concentration (Ci) and the stomatal conductance to water vapor (gsw), which confirms the
findings of the previous study.

Finally, in order to utilize the photosynthetic rate per leaf area, a system for estimating the leaf area
of crops 1n the field is required. Various methods have been studied for estimating leaf area, but in this study,
we investigated a model for estimating leaf area using only RGB images, which can be easily obtained using
unmanned aerial vehicles (UAVs).

The training of BALSTM requires data on variables inside leaves for intermediate outputs and
cannot be applied directly to other cultivars or different growing conditions. Therefore, further studies are
needed to collect data under a variety of conditions.

The construction of a prediction model of photosynthetic rate using the external environment as an
explanatory variable, which can be easily measured, will lead to real-time prediction of photosynthesis and
growth management on a field-by-field basis by combining spatial information technology such as aerial
images and other remote sensing data. This research has opened the prospect of constructing an information
infrastructure for farmers' decision making.




