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A B S T R A C T

Electroencephalography (EEG) is one of the essential non-invasive brain imaging
methods for studying the human cognitive function and diagnosing brain diseases.
A better understanding of how different types of brain activity are reflected in the
cortical current dipole creates a better inverse model for sound source localization
and the mechanism of human cortical activity. It may lead to a better understand-
ing of brain diseases and the cure of diseases.

The EEG can measure the macroscopic collective activity of the brain with higher
time resolution and is widely used to understand the electrophysiology of brain
activity that correlates with cognitive function and motor regulation. Since EEG
signals are complex and have stochastic, non-linear, and non-stationary character-
istics, it is out of the question to apply classical time series analysis techniques. In
this thesis, we have investigated that the EEG signal can be modeled as the sum
of the action potentials of the oscillators that model the action potentials of living
neurons. Hence, a neuron model-based approach is used to understand the dy-
namic nature of EEG signals better. EEG is a useful biological signal to distinguish
different brain diseases and mental states. It is an technique for recording human
brain signals, and is crucial for the Brain-Computer interface (BCI).

Firstly, we propose a model based on a complex network of weakly connected
dynamical systems (Hindmarsh-Rose (HR) neurons or Kuramoto oscillators) con-
figured to operate in the dynamic domain. This thesis shows that the best way
to reconstruct an EEG signal from a complex oscillator network is to construct
an output function (weighted average signal of action potentials of multiple neur-
ons). Using this method, we show that the time-series orthogonal sets produced
by the complex network of both HR and Kuramoto oscillators minimize the er-
ror function that fits the EEG data. The proposed model successfully reproduces
EEG signal data in both healthy and epileptic patients and can also predict EEG
characteristics such as the Hurst index and power spectrum.

Secondly, as a consequence of the modeling approach, a novel EEG feature ex-
traction method which can improve the Motor Imagery (MI) classification intro-
duced. Purpose of this study is to investigate the performance of the CAS model
to identify features in the classification of MI states. To achieve this goal, a linear
regression method is used and linear coefficients are extracted as feature vectors.
Our approach boils down to identifying patterns in the MI-EEG by associating

ix



them to the coefficients of a linear regression constructed to model the MI-EEG sig-
nal by signals generated by our dynamical network. MI-EEG dataset 2b from BCI
Competition-IV was used to evaluate the performance of the proposed method.

The result of MI classification indicated that the proposed feature method is
more robust in extracting distinguishable features from EEG signals as compared
with Fast Fourier transform (p < 0.05). Moreover, the MI classification for across
subjects was improved.
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1
I N T R O D U C T I O N

1.1 motivation

There are various approaches to understanding human thoughts and behaviors,
but to really understand how the brain works, we need to look inside the brain.
Recently, EEG has attracted the attention of researchers. This is because it provides
faster, cheaper, and tighter time resolution insights into brain function. EEG is a
recording signal of brain activity that mainly use for diagnosing and treating brain
disorders [1]. EEG is an electrophysiological technique that records the electrical
activity in the human brain. Due to its high temporal sensitivity, the primary use
of EEG is to evaluate dynamic brain function. It is beneficial for assessing patients
with suspected seizures, epilepsy, and extreme weather.

EEG has also been adopted for several other clinical indications. For example,
EEG may be used to monitor the depth of anesthesia during surgical procedures
[2]; given its great sensitive in showing sudden in neural functioning even as they
first occur, it has proven quite helpful in this setting in monitoring for potential
complications such as ischemia or infarction. EEG waveforms may also be aver-
aged, giving rise to evoked potentials (EPs) and event-related potentials (ERPs),
the potential that represented neural activity of interest that is temporally related
to a specific stimulus. EPs and ERPs are used in clinical practice and research for
analysis of visual, auditory, somatosensory, and higher cognitive functioning [3].
To discover more abilities of the EEG, current researches have focused on under-
standing how the brain works, the identification of biomarkers, and the construc-
tion of BCI [4–7].

Recently, much attention has been focused on interpreting the mechanism of
memory formation from the viewpoint of brain connectivity and dynamics. The
Collective Almost Synchronization (CAS) phenomenon, which represents the ap-
pearance of infinite patterns in a complex network with weak bond strength, pro-
duces an output that optimally models an experimental electroencephalogram
(EEG) signal. Through computing models, this phenomenon is a promising ap-
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2 introduction

proach to better understand the brain operation. However, this approach in EEG
are not widely investigated.

This thesis considers that EEG signals can be modeled by oscillators by two ap-
proaches: linear and nonlinear. In the linear approach, weighted average signal of
action potentials of multiple neurons were used to minimized the error function
for fitting EEG signal. In the nonlinear approach, we used the non-linear transform-
ations called Reservoir Computing (RC). RC is a recently introduced, biologically-
inspired machine learning paradigm [8, 9]. This approach finds cutting-edge per-
formance in the processing of empirical data. Even for complex calculations, such
as chaos time series prediction and voice recognition, good results can be obtained
by processing with high calculation efficiency [10, 11]. It aims to perform certain
non-linear transformations of the input signal or to classify the input. In RC, the
neural network (“reservoir”) has fixed interconnections and input weights, only
the linear output readout weights are trained by linear ridge regression. Import-
antly, the reservoir’s fixed nature opens up using any dynamic system. Theoretical
advantages of the proposed method are the model learn and adapt to the time-
varying nature of EEG signal.

Using the proposed model, we also aim to understand how the field generated
as the sum of the action potentials of neurons increases complex microscopic sig-
nals such as EEG signals. The first step in our modeling technique is to train the
output measurements of the network to fit the initial training set of EEG data
and then predict the following time points of EEG (not considered in the training
set). Validating the model by finding the optimal configuration of the network to
best predict the set of signals. The characteristic variables that make it possible to
change the configuration of the network to predict the EEG signal better are: In (i)
the strength of the interaction between the dynamic units that form the network,
(ii) the type of dynamic unit, (iii) the topology of the network (random network
and small-world network).

The BCI is a hardware and software communication system that allows a com-
puter or external device to control brain activity. One of the essential components
of the BCI system is the EEG signal feature extraction procedure because of its role
in the proper performance of the classification stage that identifies mental states.
As a consequence of the EEG model, this thesis proposed a new feature extraction
method for MI classification by using the weight of linear model.
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1.2 background

1.2.1 Brain Computer Interface

The BCI provides an interface for direct communication with computers and ex-
ternal devices without using the body’s motor pathways [12]. BCI can do simple
tasks by providing new means of communication for people paralyzed by severe
movement disorders such as spinal cord injury and stroke and by leveraging their
ability to create personalized thoughts. In recent years, BCI has also attracted atten-
tion in locomotor rehabilitation, and it has become possible to involve patients in
more active rehabilitation [13]. Applications of BCI for healthy people include en-
tertainment and brain training such as meditation, relaxation, and concentration
by neurofeedback. BCI can also be used as a tool for studying various neuronal
processes. BCI is controlled by neuronal activity recorded in an invasive or non-
invasive manner.

The feature extraction plays a crucial part in BCI system. There are many meth-
odologies for EEG signal analysis were presented. In this thesis, we focus on two
common methods: Fast Fourier transform (FFT) and auto-regressive (AR) methods.

FFT is a Fourier transform developed in 1965 from the Discrete Fourier Trans-
form (DFT) algorithm discovered by J. Fourie [14]. The FFT algorithm can calculate
the transform faster because it can reduce loop processing compared to DFT. It can
be calculated faster than DFT because it reduces loop processing. FFT is applied
to systems that filter signals from the time domain to the frequency domain. This
method is a good tool for stationary signal processing. It is suitable for narrowband
signals such as sine waves [15]. In addition, its real-time applications are virtually
faster than all other available methods [16]. However, this method has some draw-
backs. FFT has a weakness in the analysis of unsteady signals such as EEG [15].
FFT does not work well for spectral estimation and cannot be used for the analysis
of short EEG signals [17]. Also, the FFT cannot reveal the local spikes or complica-
tions characteristic of epileptic seizures. In addition, FFT has high noise sensitivity
and is not suitable for short-time data recording [15].

A. Zabidi proposed AR as a feature extraction technique for classifying writing
tasks from EEG signals [18]. By imagining a writing task, it is possible to obtain
valuable information for improving writing disorders. They use an AR model that
uses a multi-layer perceptron (MLP) to identify the alphabet. EEG signals change in
amplitude and frequency while different mental tasks are being performed. There-
fore, these features can be captured and extracted using modeling techniques such
as AR models. The AR model is widely used for EEG analysis. This shows a linear
combination of Independent Component Analysys (ICA) and past EEG and yields
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the current EEG sample. The basic idea of the AR model is the assumption that
the so-called AR process can approximate the actual brain waves. Based on this
assumption, the order and parameters of the approximate AR model are selected
to fit the measured EEG as closely as possible. For each particular AR model, al-
ternative methods for the characteristics of the EEG spectrum are provided. The
AR model can be applied to stationary signals. However, in the case of EEG, the
concept of a local steady-state hardly holds, and the EEG signal leaves the steady-
state at short time intervals. AR coefficients, model order, and power spectrum
features help improve the accuracy of the classifier. As the AR order increases, the
performance of the classifier increases linearly. Choosing the exact order plays the
most crucial role in time series AR modeling [19]. The AR model has a problem in
estimating the model’s parameters when the length of the measured EEG signal is
limited. In order to model brain waves using the AR model, it is necessary to set
the predicted order and its coefficient values accurately. If the predicted order is
high, the actual peak of the frequency spectrum cannot be divided, and if the pre-
dicted order is low, those close to the peak in the frequency domain are combined
[15].

In summary, due to the characteristics of the EEG signal itself, it is difficult
to achieve good extracted features. In this paper, we proposed a new method to
extract a feature of EEG signal for the purpose of application to BCI.

1.2.2 EEG

The EEG is a recording of the electrical activity of the brain from the scalp (Fig.
1.1). The recorded waveforms reflect the cortical electrical activity. EEG activity is
quite small, measured in microvolts.

The main frequencies of the human EEG waves are:

• Delta: The frequency is 3Hz or more minor. It has the largest amplitude and
tends to have slow waves. Infants up to 1-year-old and sleep stages 3 and
4 are expected as the dominant rhythm. Localized subcortical lesions may
occur globally in diffuse lesions, metabolic encephalopathy, hydrocephalus,
and deep median lesions. The frontal region is most prominent in adults and
the occipital region in children (e.g., Occipital Intermittent Rhythmic Delta).

• Theta: The frequency is 3.5-7.5Hz and is classified as "slow" activity. It is
pretty standard in children up to 13 and during sleep but is abnormal during
adult awakening. It may be seen as a symptom of localized subcortical lesions,
but it is distributed systemically in diffuse disorders such as some cases of
metabolic encephalopathy and hydrocephalus.
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Figure 1.1: EEG record process [20]

• Alpha: The frequency is 7.5 to 13Hz. It usually appears on the left and right
occipital regions, with greater amplitude on the dominant hand side. It ap-
pears when closing eyes and relaxes and disappears when eyes are opened
or are alert by some mechanism (thinking, calculating). It is the main rhythm
found in normal relaxed adults. It exists most of life, especially after the age
of 13.

• Beta: Beta activities are "fast" activities. Its frequency is above 14Hz. It is usu-
ally symmetrically distributed and most prominent in the frontal region. It is
enhanced with sedatives, especially benzodiazepines and barbituric acids. It
may disappear or decrease at the damaged site of the cerebral cortex. Beta is
generally a normal rhythm. This rhythm predominates in patients who are
awake, anxious or have their eyes open.

• Gamma: Prior to the development of digital EEG, gamma waves were ig-
nored because analog electroencephalographs are usually limited to record-
ing and measuring rhythms below 25 Hz. One of the oldest reports was in
1964, recording the electrical activity of electrodes embedded in the visual
cortex of awakened monkeys. Recent studies with a monkey and human mi-
croelectrodes have shown that gamma oscillations are present and are clearly
correlated with the firing of single neurons (mainly inhibitory neurons) [21].
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In humans, gamma oscillations were seen in all stages of the wake-sleep cycle
and were maximally coherent during slow-wave sleep.

Richard Caton made the first neurophysiological records of animals in 1875 [22].
It took another half a century to record human electrical activity. In 1924, German
psychiatrist Hans Berger established a method for recording human brain waves
[22].

1.3 thesis outline

The remainder of this thesis is organized as follows.

Chapter 2 survey and discuss the methods for EEG modeling, but those are diffi-
cult to forecast even for short time intervals. Besides, the related works for
dynamic functional connectivity and EEG classification are discussed.

Chapter 3 shows the model that can reproduce and predict both healthy and epi-
leptic EEG signals, as well as the characteristics of the EEG signals, Hurst
exponent, and power spectrum of experimental EEG signals.

Chapter 4 propose a novel approach for time-series forward prediction that was
developed based on a CAS regime with an extension of an adaptive RC
method. This chapter shows the proposed improved prediction for epileptic
EEG signals compared with the linear regression model.

Chapter 5 proposed a new method for EEG feature extraction. This chapter com-
pares the performance of the proposed method with the FFT method and
non-feature extracted studies. The feasibility of the proposed method is
shown by measuring the accuracy and kappa value of MI-EEG classification.

Chapter 6 draws the future works. We states and discusses the impact of novel
findings of this thesis.
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R E L AT E D W O R K S

2.1 eeg modeling

Computational models are at the junction of fundamental neuroscience and med-
ical applications, allowing researchers to test hypotheses in silico and forecast
the outcome of experiments and interactions that are extremely difficult in real-
ity. However, the meaning of "computational model" is variously understood by
researchers in various fields of neuroscience and psychology and hinders commu-
nication and collaborative research.

Over the last few decades, significant progress has been made in understanding
brain function. Brain function is determined by how nerve cells are connected (the
topology of nerve cell networks and the strength of synapses between nerve cells)
and the intrinsic dynamics of the nerve cells that make up the brain. In general,
information on the approximate course grain of the brain is obtained by inference
from time-series measurements. EEG signals used to know the local state of the
brain have been widely used in medical diagnosis and analysis because of their
many advantages, such as non-invasiveness, low cost, high time resolution, and
resistance to subject movement. Therefore, it is energetically studied to clarify the
characteristics of this signal and to understand what kind of dynamic behavior
of nerve cells produces the EEG signal. One of the biggest challenges of brain
research, which also depends on EEG measurement, is understanding memory
formation. The "bind hypothesis," in which perception occurs by synchronizing
(binding) different brain cognitive and memory areas, is a specific research field
of brain research that also depends on EEG measurement. Brain wave is the data
obtained from several other methods. Thus, like data obtained from some other
methods, brain wave data have network structures and neurons in the brain. Used
to clarify the bonds that connect the strength of synapses. Modeling EEG signals
is essential for understanding brain anatomy and tissue physiology and therefore
supports the development of medical image analysis and neuroscience. However,
consensus on the brain topology and synaptic mode is still an open question. On
the other hand, the understanding of signals from the living brain is limited by

7
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Works Sampling rate
(Hz)

Period of pre-
diction

Valuation

Autoregression model [26] 500 100 ms Phase locking value
Autoregression model [27] 64 500 ms Pearson correlation,

mean square error
Artificial neural network
and the combination of
temporal and frequency of
EEG [28]

512 500 ms Error measurement

Generalized linear model
[29]

50 5 ms Number of spikes
count prediction

Table 2.1: Related work on the modeling and prediction of EEG signals.

non-invasive biological techniques. On the other hand, the method of estimating
the connection structure of the brain from the measured values, such as EEG, can
only roughly estimate the large-scale structure of the brain, and little knowledge
about the connectivity of local clusters of neurons that generate EEG signals—not
done.

Much research has been done on the simulation of neuron networks and the
behavior of neuron networks as a function of bond strength and connection topo-
logy. Some studies have considered stochastic limit cycle oscillators to model EEG
signals. Some studies also used a network of stochastic coupled nonlinear oscil-
lators to describe dynamic units with Duffing oscillators or model with Jansen’s
one-column model [23, 24]. Probabilistic It was shown that the Duffing-van der Pol
oscillator network model could capture important properties such as time-varying
power spectra, Shannon entropy, and sample entropy of brain wave signals in
healthy controls and patients with brain disorders. Recent studies have shown that
EEG signals can be optimally modeled by a complex network of chaotic HR neur-
ons that are weakly coupled and behave in a CAS state [5]. It suggests that weakly
interacting chaotic neurons can generate brain activity. Therefore, we propose the
idea that EEG signals can be successfully modeled and decomposed based on the
chaotic signals generated by weakly connected neurons in a complex network. In a
bibliographic study, [5] showed that a network of HR neurons could be configured
to operate in the CAS region to produce data that best fits the EEG signal.

After a model for the EEG signal is proposed, one should attempt to validate
it for future forecasts [25]. EEG signals are known to be high-dimensional, noisy,
and difficult to forecast even for short time intervals. However, recent research
approaches have shown promising results in the forecasting of these signals. as
described in Table 2.1.
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Our model follows the ideas outlined in Ref. [5]. Similarly, consider a network
of weakly connected nonlinear oscillators to operate in the CAS region. However,
a time series configured to be independent is used for the output function that
models the brain waves. Details will be described later. Furthermore, we show that
the signals generated by our model reproduce the main features of experimental
EEG signals, such as the Fourier spectrum and Hurst index.

2.2 dynamic functional connectivity of eeg

The human brain is a complex network. These studies quantified the brain func-
tional connectivity (FC) as the correlation between the time series of different re-
gions across a whole scan without indicating the mediation of temporal covari-
ation. They have a limitation in their ability to reveal this dynamic interplay. A
growing number of studies have indicated that FC shows noticeable variation over
a range of seconds to minutes, even in the resting state [30, 31]. This dynamic
functional connectivity (dFC) exhibits highly structured spatiotemporal patterns
in which a set of metastable FC patterns reliably reoccur across time and subjects.
Recently, there are many studies considering dFC as a promising subfield [32–36].
Brain FC undergoes dynamics changes from the awake [37] to the unconscious.

DFC refers to the observed phenomenon that FC changes over short time. It is
a recent expansion of traditional FC analysis which typically assumes that with
several other mediums.

First, the FC refers the functionally integrated relationship between spatially
separated brain regions. Unlike structure connectivity which looks for physical
connections in the brain, FC is related to similar patterns of activation in differ-
ence brain regions regardless of the apparent physical connectedness of the re-
gions. This type of connectivity was discovered in the mid-1990s and has been
seen primarily using fMRI and Positron emission tomography. These methods as-
sume the functional connections in the brain remain constant in a short time over
a task of period of data collection.

However, in the mid-2000s, several studied examined the changes in FC often
occur within the same individual and clearly relevant to the behavior. The dFC
has now been investigated in a variety of different contexts with many analysis
tools. Analysis of dFC has shown that far from being complete static, functional
networks of the brain fluctuate on the scale of seconds to minutes.

The methodology to study dFC followed these steps.

• Sliding window
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EEG

dFC

50ms
Sliding window time

PLV of all pairs of nodes

EVC capture

for all nodes

Figure 2.1: The dFC matrices are computed on windowed portions by PLV.

Sliding window analysis is performed by conducting analysis on a set of number
of scans in a dataset. The number of scans is the length of sliding window. The
movement of the window is usually referenced in terms of the degree of overlap
between adjacent windows. One of principle benefits of sliding window analysis is
that almost any steady state analysis can also be performed using sliding window
if the window length is sufficiently large. It also has a benefit of being easy to
understand and in some ways easier to interpret. In this study, the sliding window
of 50 milliseconds is used (See Fig. 2.1).

• Phase locking value

The phase locking value (PLV) is a measure of the phase synchrony between
two time-series, which has been previously applied to resting state connectivity
analysis in MEG [38]. As pointed out by Lauchaux [39], phase locking analysis
is particularly well-suited for connectivity analysis because it provides a measure
of neuronal signal temporal relationships independent of their signal amplitude.
In this thesis, we employs PLV as a measure of frequency-specific relationships
between cortical regions. A FC metric known as PLV depends on the instantaneous
phase of signals. The assumption is that if two brain regions are functional con-
nected, the difference between the instantaneous phase of the signals from these
regions should remain or less constant.

• Eigenvector centrality
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The network analysis of brain connectivity was used to identify sets of regions
that are critically important for enabling efficient neuronal signaling and commu-
nication. The eigenvector centrality (EVC) specify specifically weights nodes based
on their degree of connection within the network. It does so by counting both the
number and quality of links so that a node with few connections to some high-
rank other nodes may outrank one with a larger number of mediocre contact [40].
Google’s PageRank algorithm is a variant of EVC [41]. The EVC was introduced by
Bonacich [42]. These produces establish undirected and weighted networks — the
nodes defined as "hub" whose EVC are above or below the thresholds (Fig. 2.2).
The mean EVC thresholds across subjects were calculated with the highest 10%
[43].

Currently, there are many studies to examine how differences in dFC between
different contexts relate to cognitive demands and behavioral performance [30, 44,
45]. Our analysis of dynamic functional connectivity follows these ideas. We em-
ployed a visuomotor coordination behavior approach to analyze the brain dFC.
EEG data of three behavior tasks which had similar and different characteristics
were used. The motion only had the same motion as tracking task and participant
received the same sensory feedback as they were touching the haptic device. How-
ever, there were not any target on display; the participants did not have the visual
feedback, versus from vision only task. Tracking task was the combination of mo-

Figure 2.2: Mapping EVC values to electrodes. The red circle is the electrodes which has
the high EVC level.
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tion and vision. Hub represented for the channels which had high synchronization.
Our result suggests that the hub of dFC patterns might remain the similarities and
the differences of characteristics in visuomotor coordination behaviors. The most
central brain regions are in the primary motor cortex. Synchronized activity in
the primary cortex is modulated in the alpha, beta, and gamma frequency bands
during various stages of movement planning and execution [46]. A significant dif-
ference is in superior parietal somatosensory association cortex. Motion only and
tracking tasks have the hub in low-beta and gamma wave band at this region.
While vision only and tracking only task have the hub in alpha wave band. A cent-
ral role for pre-parietal flexible hubs in cognitive control of task demands [47]. That
results show that the dFC patterns with hub feature represent the characteristic of
brain at visuomotor coordination behavior [48].

2.3 eeg classification

Categorization is predicting target variables or classes from a given input. To build
a classification model, a learning algorithm is applied during the training phase
to adjust the model’s parameters. The same model is then used in the test phase
to extract output. In the BCI system, features extracted by various feature extrac-
tion techniques are transformed into various motion picture tasks such as hand
movement, leg movement, creating words, and be similar through classification al-
gorithms. In a traditional neural network, weights have to be chosen very carefully.
This is a significant obstacle to the efficient use of neural networks in many BCI
applications. In recent studies, researchers have used the deep learning method
because deep neural networks have high descriptive power and thus improve the
accuracy of the system. Deep learning has been successful in computer vision and,
in recent years, has also been applied in the classification of engine imaging tasks.
Fig. 2.3 shows the category of the CNN method for EEG pattern classification.

Initially, Na Lu et al. propose an approach to use features that are manually ex-
tracted from FFT-based channels using deep belief network [50]. Among the vari-
ous deep learning architectures, CNN is effectively used to classify motor imaging
tasks due to its formalized structure and degree of immutability. CNN is a type of
deep forwarding neural network that uses a variant of multilayer perceptrons. A
simple CNN is a series of classes, and each CNN class converts one trigger amount
to another through a distinguishable function. The CNN architecture consists of
the input layer, convolutional layer, aggregate layer, fully connected layer, and the
output layer. The convolutions class is the core building block of CNN and per-
forms most of the computation. The pooled layer reduces the spatial size of the
representation, and the neurons in the fully connected layer are fully connected to
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the previous layer. Many studies proposed CNN architecture that uses dynamic
energy based features for classifying multiclass MI EEG signals [51–53].

There is study proposed a parallel architecture using multi-layer MLP for static
energy features and CNN for dynamic energy features with drop-out regularity
[53]. The predictions from both networks are combined through averaging. The
workframe significantly increases categorization accuracy compared to the sup-
ported vector machines. In Ref. [52] the author proposes an architecture that uses
enhanced CSP to explore features. Energy features are arranged on a 2D matrix
and CNN is then trained on this matrix to distinguish features.

Furthermore, the feature maps are selected using the post convolutional map
selection algorithm. CNN was used to classify left and right motor images using
a time frequency representation as an input. The author has proposed an architec-
ture that uses CWT with wavelets and collisions to learn functionality [54]. Con-
volution 1D was performed in the convolution layer to analyze spectral features
over time. The frame has achieved promising performance. More recently, CNN
has been applied to classify multilayer engine image tasks using time representa-
tions. Another framework applied to multi-layer engine imaging tasks includes the
temporal character extractor, the spatial feature extractor, and a generally learned
classifier in an end- to-end. The framework uses convolutional classes that repeat
and have shown acceptable performance.

Figure 2.3: Overview of CNN approach [49].
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A P P R O A C H F O R E E G M O D E L I N G

3.1 introduction

One of the fundamental questions in neuroscience is how the activity of individual
neurons represented by action potentials is combined to produce the collective dy-
namics observed at the population level that can be recorded by EEG. At the macro
level, the neuronal network of the cerebral cortex can be modeled as a spatially con-
tinuous network that reproduces this same collective behavior, but its spatial resol-
ution is limited to the specified one [55, 56]. However, an experimental constraint is
that the activity of thousands, millions, or even billions of neurons cannot be meas-
ured to understand how cellular-level functions are transformed into macro-level
functions [57]. To bridge this micro-macro gap, cell-level mathematical modeling
plays an essential role in describing the activity of neurons [58–61].

EEG is a powerful non-invasive tool that can measure the macroscopic collective
activity of the brain with higher time resolution and is widely used to understand
the EEG of brain activity that correlates with cognitive function and motor regu-
lation. Since EEG signals are complex, stochastic, non-linear, and non-stationary,
applying classical time series analysis techniques is out of the question [62, 63].

Fourier analysis (finding the power spectrum or decomposing the signal into fre-
quency components) is a classic method widely studied in the literature [64]. Other
classic model-based techniques include AR, moving average (MA), auto-regressive
moving average (ARMA), and auto-regressive fractional integrated moving aver-
age (ARFIMA) [26, 27, 65]. These methods focus on the analysis of signals in the
time domain. Due to interest in machine learning methods, the modeling of EEG
signals using a nerve cell model has attracted attention [66]. Fourier analysis was
widely used to analyze EEG signals, and a phenomenon called event-related de-
synchronization/synchronization was discovered [67, 68]. Fourier analysis is the
concept of Fourier series based on the assumption that functions that satisfy the
general Dirichlet condition are represented as the sum of trigonometric functions.
Therefore, a signal in the time domain can be decomposed into its frequency
modes, and as the number of modes increases, the quality of the reconstructable

15
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signal improves. Since nonlinear and unsteady signals also satisfy the Dirichlet
conditions, it is plausible to study EEG signals by Fourier decomposition, at least
from a mathematical point of view. However, the debate has continued whether it
is appropriate to decompose non-stationary solid signals such as EEG [69]. Also,
EEG should not be made from the sum of never-changing periodic signals that
oscillate in such a static Fourier frequency mode distribution.

This chapter shows that the optimal method for reconstructing EEG signals from
a complex oscillator network is to construct an output function (weighted average
signal of action potentials of multiple neurons) that considers only orthogonal sig-
nals. Using this method, we show that the time-series orthogonal sets produced
by the complex networks of both HR [70] and Kuramoto oscillators [71] minimize
the error function for fitting EEG data under several conditions. Recently, the CAS
phenomenon was introduced to model how spatial and temporal patterns emerge
from complex networks in which neurons interact with small bond strengths. [72].
The CAS phenomenon appears when a number of individual neurons experience
a near-constant local mean-field from other connected neurons. The HR network
operating in the CAS region effectively models EEG signals. However, in this study,
instead of constructing an EEG model from a time series collected from randomly
selected neurons in a neuron network, a compressed set of independent vectors
is generated by Principal Component Analysis (PCA) from the entire collection
of data generated by the network. It is shown that the discrepancy between the
measured value and the estimated value in the model can be significantly reduced
by using. It is also shown that it is not necessary to rely on the network of the
neuron model for modeling the EEG data, and it is possible to use the network
formed by the coupling of the Kuramoto phase oscillators. Furthermore, the op-
timal model for predicting EEG signals is obtained when the oscillator is weakly
coupled and shows that the existing condition of the CAS region is satisfied, sup-
porting the results of Ref. [5]. Furthermore, we show that our model can reproduce
and predict the EEG signals of healthy subjects and epilepsy patients and that the
characteristics, Hurst index, and power spectrum of experimental EEG signals can
be reproduced.



3.2 introduction of cas phenomenon 17

3.2 introduction of cas phenomenon

3.2.1 CAS phenomenon in network

Consider a network of N nodes, as described by

ẋi = Fi (xi) + σ
N

∑
j=1

KijE
[
H

(
xj − xi

)]
, (3.1)

where xi ∈ Rd is a d-dimensional vector describing the state variables of node i, Fi

is the d-dimensional vector function representing the dynamical system of node i,
Kij is the adjacent connection matrix, and E is the coupling function. Here, H is an
arbitrary differential transformation. Assume in the HR model that H(xj) = xj − xi.
For the Kuramoto model, H(xj) = sin(xj − xi) is a nonlinear function, which is an
extension of the analysis. If the xi is the variable of neuron i, the local mean field
of node i is defined as

x̄i (t) =
1
ki

∑
j

Kijxj. (3.2)

Complete synchronization appears when xi = xj = x̄i for all times when isolated
from the network. For heterogeneity, one expects to find other weaker forms of syn-
chronization behavior. CAS is a phenomenon that appears in a complex network
that produces a weaker form of synchronization [72]. In this phenomenon, nodes
are in weak interaction (weak coupling strength) and behave independently. The
local cluster of neurons has roughly constant local mean fields. The CAS pattern
is a solution of a simplified set of equations describing the network when x̄i = Ci.
The expected value of the local mean field is defined as

Ci = lim
t→∞

∫
x̄i (t) dt. (3.3)

The following are the two criteria for node i to present the CAS phenomenon
(See Fig.3.1):

• Criterion 1. The central limit theorem can be applied. Therefore, the larger
the degree of a node, the smaller the variation in the local mean field.

• Criterion 2. The CAS pattern describes a stable periodic orbit.

In this study, the HR neurons and Kuramoto oscillator were used to model the
EEG signal.
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Figure 3.1: The two criteria for the existence of the CAS phenomenon.

3.2.2 CAS phenomenon in HR network

The HR neuron model is a well-known model for describing the patterned activity
seen in neurons. The electrical synapses can be considered as follows:

ẋi = yi − ax3
i + bx2

i − zi + Iext + σ ∑N
j=1 KijH

(
xj
)

ẏi = c − dx2
i − yi

żi = −rzi + sr (xi + x0) ,

(3.4)

where (xi, yi, zi) ∈ R3 are the state variables of the neuron i, i = 1 : N. Here, N
is the number of neurons in the network. The parameters were selected as a = 1,
b = 3, c = 1, d = 5, s = 4, r = 0.005, x0 = 1.618, and Iext = 3.25, yield the
HR neurons model to exhibit a multi-time-scale chaotic behavior characterized by
spiking bursting. We use σ to denote the electrical coupling strength. Simulations
were performed using Matlab Simulink. The CAS patterns of node i are described
by 

Ξ̇xi = Ξyi − aΞ3
xi
+ bΞ2

xi
− Ξzi − RΞxi + Qi

Ξ̇yi = c − dΞ2
xi
− Ξyi

Ξ̇zi = −rΞzi + sr (Ξxi + x0) ,

(3.5)
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where Ri = pi, Qi = piCi, pi = σki and Ci ≈ (1/ki)∑N
j=1 Kijxj. To illustrate the

presence of the CAS phenomenon, we considered a random network formed by
N = 1000 neurons.

3.2.3 CAS phenomenon in Kuramoto oscillators

The Kuramoto model was used to simulate brain interactions through synchrony
on the basis of structural and functional implications of the organization of brain
connectivity. The dynamics of node i are described by

θ̇i = ωi + pi r̃i sin
(
θ̄i − θi

)
, (3.6)

where p = 0.01 is the probability that each two nodes are connected and ωi is
the natural frequency of node i selected randomly from [−π, π]. Here, r̃i is the
coupling strength of node i. The CAS patterns of node i are described by

Ξ̇i = ωi + pi r̃i sin (Ci − Ξi) . (3.7)

Eq. (3.7) describes a periodic orbit regardless of the values of parameters ω, pi

and r̃ because it is an autonomous two-dimensional system; chaos cannot exist [72].
Therefore, criterion 2 is always satisfied in Kuramoto oscillators.

3.3 experiment

Our model for the EEG was developed on a trained output from an autonomous
dynamical complex network, set to operate in the CAS regime. We consider two
topologies, random and small-world, and two systems for the node dynamical
behavior: HR neurons and phase oscillators. We assume that this network has
N nodes. The HR networks are described by the system of ordinary differential
equations (ODEs) in Eq. (5.5), and the Kuramoto-like phase oscillator networks are
described by Eq. (3.6). Neurons in the HR network were coupled electrically with
a strength given by σ, and each node in the Kuramoto-like network experiences a
coupling strength of r̃i, describing its dynamics coupled to the mean field.

Our networks have N = 1000 nodes, and we collect a time series from each
node with m = 3000 data points. With these time series, we construct the matrix
X∗ ∈ Rm×N, where each column is a time series of length m from a node. The
dimensionality of this matrix is reduced using singular value decomposition (SVD)
to produce a matrix X ∈ Rm×n (n < N) with n orthogonal columns and still
contains 99% of the total variation of the original matrix, preserving 99% of all
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the information of the original matrix. Here, n is the number of retained principal
components of X∗. This is accomplished using Eq. (3.19). This percentage of the
total information was selected by optimizing the quality of our model.

Using b0 to represent the experimental EEG time series, our network CAS-based
EEG model of this experimental signal is denoted by Y, which is calculated using
Eq. (3.11), where Y ∈ R(tm−t1)×1 constructed for the sample interval [t1, t f ] and
X ∈ R(tm−t1)×n represents the reduced matrix obtained by Eq. (3.19). a0 represents
the vector of the coefficients trained by Eq. (3.10) and used to produce the output
function of the network modeling the EEG signal. The sample interval [t1, tm] is an
EEG time-series interval [1, 3000], and [t1, t f ] is the trained interval [1, 2000].

The proposed model was applied to predict EEG signals in 5 datasets. The eval-
uation of the model was performed by comparing the experimental EEG signals in
the “test data” time window (last 1000 data points) with the EEG predicted from
the model. Regression models are used to predict brain waves, and this process is
algebraic. Each HEG signal is only predicted using its information. The question
is how to choose the time interval for the initial or “learning” data. In the data set
used this time, by setting the time interval for calculating the coefficient to 2000
points, overfitting was avoided, and stable results could be obtained. Furthermore,
to evaluate our model’s performance, we considered four configurations of ran-
dom HR, small world HR, random Kuramoto, and small world Kuramoto model,
and the Hurst index (related to long-range correlation) of the experimental EEG
data set. The power spectrum was compared with that obtained from our model.

The random network was generated by the Gilbert random graph method. Not-
ated as G (1000; 0.01), all possible edges are generated independently with a prob-
ability of p = 0.01. The Watts–Strogatz network generation method was used for
the small-world network, and the rewiring probability was equalized to p = 0.01.
Both networks have an average degree of 10. Examples of network characteristics
such as small world degree, average path length, and clustering coefficient were
(0.0304, 3.2632, 0.0098) for random networks and (8.0536, 19.3226, 0.6622) for small-
world networks.

The Fig. 3.2 shows the outline of the method adopted in this study. The figure on
the left is a snapshot plot of the network configuration and its operation. The upper
row is an example of the two network topologies examined, the random network
and the small-world network. Each node has dynamics that can be described by an
HR neuron or a Kuramoto phase oscillator. The network is simulated with a bond
strength of σ ∈ [0, 1.2]. The figure below shows three network snapshots consisting
of N = 1000 nodes and 3000 simulation trajectories with different bond strengths.
The higher the bond strength, the more coherent patterns appear, and it is thought
that such a configuration should be avoided for performance modeling.
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The figure on the right shows how we built a model and used it to predict
EEG data. In the figure above, the dashed box is the time window for the first
2000 points of EEG data (b) and the last 1000 points of test data (not used dur-
ing the training phase of the model). The EEG signal and the X generated by the
dynamic network were split into training and test data. Before applying the pre-
diction method, the measured signal of the dynamic network was reduced by SVD.
The upper blue insertion frame is the calculation of the a0 coefficient (Eq. (3.10)),
and the lower blue insertion frame is the state where the predicted EEG signal is
generated using this learned coefficient vector (Eq. (3.11)) is shown. The two fig-
ures below show EEG test data and predicted EEG signals (generated by Eq. (3.11).

3.3.1 Simulation of the neuronal networks to predict a given series of EEG signals

As an overall flow, HR neurons or Kuramoto oscillators were implemented in each
node, and random or small-world networks were generated for neuronal networks.
To test this hypothesis, we verified the types of neurons and network structures in
the predicting regime (Fig. 3.2). The connectivity matrix K defines the weightings
of the synaptic connections between neurons, defined by the electrical coupling
strength σ. The neuron networks are obtained with σ in the range from 0 to 1.2. The
connections K are generated with random and small-world 1000-node networks.
The median node degree is 10. A total of 3000 neurons were simulated using the
Brain Dynamics Toolbox for HR neurons and Kuramoto oscillators [73]. Then, the
local mean field C of each node is calculated using Eq. (5.3), and C are plugged
into the differential equation to obtain the CAS pattern. For the HR model, we used
X = {xi}i∈1:1000 as a matrix composed of membrane potentials of the simulated
neurons. For the Kuramoto model, we used the matrix X = {θi}i∈1:1000 as a com-
bination of neuron oscillations. Finally, using the matrix X(t) defined in Eq. (3.8),
each 3000× 1000 neuron network is reduced by using the PCA method. The dimen-
sionally reduced matrix maintains 99% of the information of the original matrix.
Training datasets of the EEG signals were used to determine the weight values of
the individual neurons to fit the EEG signals as a function of time.

3.3.2 CAS-network-based model for EEG signals

To model the EEG signals, we used the property of linear algebra. Given an un-
known vector a ∈ Rn×1 of trained coefficients, a known matrix X ∈ Rm×n obtained
using the methods to be further explained but are a function of measurements
obtained from the dynamical network (where m denotes the number of measure-
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ments obtained or the discrete time interval), and a known vector b ∈ Rm×1 (which
is set to be equal to an EEG signal), the following equation

Xa = b, (3.8)

has a unique solution by using least square method[74]

a = X+b. (3.9)

Here, X+ ∈ Rn×m is the Moore–Penrose pseudoinverse of matrix X.
Given a training set of data from the EEG signals, denoted by b0, we calculated

the trained coefficients a0 using

a0 = X+b0. (3.10)

Our CAS-network-based model for the EEG whose training set is b0 is thus
expressed as follows:

Y = Xa0, (3.11)

where Y ∈ R(tm−t1)×1 is our EEG model for a time interval of tm − t1, X ∈
R(tm−t1)×n is a matrix constructed from the dynamical network by taking (tm − t1)

observations, and a0 the vector of coefficients trained by Eq. (3.10).
To validate our model, we calculated the Mean Absolute Error (MAE) function,

which measures the averaged difference between the modeled EEG signal and the
actual EEG signal denoted by e ∈ R(tm−t1)×1:

MAE =
∑tm

t=t f +1 |et − Yt|
(tm − t f )

. (3.12)

3.3.3 Dimension reduction of X∗ ∈ Rm×N by PCA

Define X∗ ∈ Rm×N as the matrix that contains full information about the dynam-
ical network operating in the CAS regime. Every row is a time series of values
obtained from a node of the network, and the entire network is set with a total of
N nodes.

The matrix X∗ can be factorized using SVD

X∗ = UΣVT, (3.13)
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where K ≤ {m, N} is the rank of matrix X∗ and σ1 ≥ σ2 ≥ · · · ≥ σK, with σi = Σii

are the singular values of X∗. Here, Σ ∈ Rm×N. U ∈ Rm×m is the left singular
vector, and V ∈ RN×N is the right singular vector of X∗.

The eigenvector with the highest eigenvalue is the principal component of X∗.
In fact, the eigenvector with the largest eigenvalue represents the most signific-
ant relationship between the dimensions. An approximate compact matrix can be
constructed with a specific rank k such that k < K, whose singular values only
contain the k largest singular values of X∗. Using this approach, the matrix X∗ can
be approximated by

X∗ ≈ Xk = UkΣk (Vk)
T . (3.14)

Matrix Uk ∈ Rm×k, Σk ∈ Rk×k, and VT
k ∈ Rk×N. Making the definition

U = (u1 u2 u3 . . . uk) and V = (v1 v2 v3 . . . vk), (3.15)

we can write that

Xk =
k

∑
i

σiuivT
i . (3.16)

The standard measure of the quality of Xk is the proportion of total variance,
which is defined by the Frobenius norm of the difference between two matrices:

∥Xk∥2
F

∥X∗∥2
F

=
∑k

i=1 σ2
i

∑K
i=1 σ2

i

. (3.17)

Thus, the proportion of the total variance is higher if k is larger. This is an import-
ant theorem that helps determine the matrix approximation based on the amount
of information required. Therefore, we want to maintain at least 99% of the inform-
ation of X∗ and selected the smallest k such that

∑k
i=1 σ2

i

∑K
i=1 σ2

i

= 99%. (3.18)

Suppose that n is the value of k such that the proportion of total variance is equal
to 99%. The truncated m × n of matrix X can be obtained by considering only the
first n largest singular values and their singular vectors [75, 76]:

Xm×n = Um×n ∗ Σn×n = X∗ ∗ VN×n, (3.19)
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where VN×n is the n first columns of V. These n vectors in Xm×n are called the
principal components that are linearly uncorrelated and have 99% variance with
X∗.

3.3.4 Hurst exponent

Let a single EEG signal to be represented by e ∈ R(tm−t f )×1, with e =

{e1, e2, . . . , en}, with n = tm − t f = 1000, which is the time interval considered
in our study. The average value of e is denoted by E (e).

Defining the adjusted range as

R(n) = max (0, w1, w2, . . . , wn)− min (0, w1, w2, . . . , wn) , (3.20)

where for each k ∈ [1 : n], wk = ∑k
j=1

(
ej − kE (e)

)
, then the Hurst exponent is

defined by finding the scaling that fits to

R(n)
S(n)

∼ cnH (3.21)

with S(n) representing the standard deviation of e. An estimation of the Hurst
exponent adopted in this work can be calculated by using a rescaled range formula
[77]: R(n)

S(n) ∼
(

2(2H−1) − 1
)

nH.

3.4 results

Our model was constructed considering both EEG signals in healthy and epileptic
patients. Previous studies have shown that output functions constructed from the
average of time series weights (“ trained”) collected from randomly selected neur-
ons can reproduce EEG signals well in networks operating in the CAS region.
Specific neurons in the network operating in the CAS region behave as if they have
a weak correlation. Therefore, a time series in which neurons in such a network
were randomly selected and collected is likely to form a set of almost independent
time series (“orthogonal”). This study proposes a new strategy to select neurons
that make up the weighted output function, based in part on this principle. In
this study, PCA was used to determine the collection of orthogonal neurons as a
function of time (see Methodology for details). PCA is a well-known tool that can
reduce the dimensions of a dataset of correlated variables while preserving most
information.
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Figure 3.2: Overview of proposed method with dynamical networks and two types of to-
pology.

3.4.1 Comparison of methods to generate X

The local mean field of the neuron depends on the coupling strength σ. Therefore,
the value of σ was tuned from 0 to 1.2 to find the CAS regime. In this regime, we
found that σ ≤ σCAS, where σCAS ∼= 0.001 for all HR and Kuramoto models. The
CAS phenomenon exists when a node has an approximately constant local mean
field. If the equation for the CAS pattern presents the coexistence of attractors,
nodes are still in a CAS state if the CAS condition is satisfied. Fig. 3.3a shows the
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Figure 3.3: Results validating the two criteria for the HR neurons to exhibit the CAS pat-
tern.

variances of the local mean field at every time point. In particular, the variance of
the local mean field of neuron i at time point t is calculated as follows:

Variancei (t) = Var ({x̄i}t) (3.22)

where {x̄i}t is the vector of the local mean field from the starting time point to
time point t. As time increases, the blue lines show that the variance values of the
nodes of the weakly coupled network converge to 0 (criterion 1). The variances
of the nodes of the strongly coupled network are still high (gray lines). For the
coupling strength in [0.2 : 1.2], the variances also converge to 0 (the red lines).
However, Fig. 3.3c shows these neurons are not a stable periodic orbit. In Fig. 3.3b,
the CAS pattern of coupling strength σ = 0.001 described a stable periodic orbit
(criterion 2).
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Figure 3.4: Number of principal components n that were retained as a function of the
coupling strength σ to maintain 99% of the total variance, as in Eq. (4.2).

Our proposed method to generate the matrix X is based on reduction using
PCA. We considered the matrix X ∈ Rm×N for the entire network simulated con-
sidering all m = 1000 nodes. Then, we reduced it to X ∈ Rm×n using PCA. The
new matrices contained the n principal components, which were constructed as
mixtures of the initial networks. These principal components are uncorrelated.

Understanding how the coupling strength changes behavior in the network and
how this affects the ability of PCA is important to reduce the dimension. Figure
3.4 shows the relation between the coupling strength value and the number of
retained principal components for all network models to maintain 99% of the total
variance.

The coupling strengths of networks that produced the smallest fitting error were
selected to generate the matrix X from which we calculated the predicted EEG
signal. These values of σ are smaller than 0.001 for both the HR model and the
random Kuramoto model.

To justify the novelty of the proposed approach, we compare it with the method
proposed in Ref. [5], in which the nodes of the HR network considered to construct
the reduced matrix X ∈ Rm×n are selected randomly.

The value of σ was chosen by minimizing the value of the MAE in Eq. (3.12);
thus, it is the coupling that creates behavior such that our model fits the best
EEG signals. The values of σ obtained for all our network models were within the
interval determined in which the CAS phenomenon existed, so σ ≤ σCAS.
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For comparison, the MAEs of the two methods were compared using 100 chan-
nels of dataset A (healthy individuals with closed eyes). The results are shown in
Fig. 3.5. Both methods fit the EEG signals well. However, as demonstrated by the
distribution of the error in Fig. 3.5c, our proposed method can fit EEG signals with
more than twice the accuracy (Wilcoxon test, two-tailed p-value < 0.01).
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Figure 3.5: Comparison of the efficiency to model the EEG signals between the method
being proposed in this work and that in Ref. [5] to model EEG signals.
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Figure 3.6: EEG data obtained experimentally, training and prediction of five datasets: A,
B, C, D, and E

3.4.2 Validation of the two different neuronal models

This study used an open-source database from Bonn University: A (closed eyes,
healthy records), B (opened eyes, healthy records), C and D (seizure-free interval,
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epileptic records), and E (during seizure activity, epileptic records) [78]. From the
five participants for each set, the EEG recordings were obtained using the 10–20
international electrode positioning system. Each set consisted of 100 single-channel
EEGs under a sampling rate of 173.61 Hz. The datasets were band-pass filtered
(0.5–30 Hz, EEGLAB embedded Fourier infrared (FIR) filter). In this study, 3000
sampling points collected over approximately 17.28 s were used. The first 2000
points were training data and the last 1000 points were predicted data.

A sequence of network configurations was considered, with coupling strength
varying within the range of σ ∈ [0, 1.2]. For a given 2000 sampling points over ap-
proximately 11.52 s for a single channel, the weighted parameters of the proposed
model were calculated using Eq. (3.9). Then, MAE values between the EEG signals
and the reconstructed EEG signals based on our proposed model approach were
calculated using Eq. (3.12). The predicted signal shown is generated be considering
a network whose coupling strength σ minimizes the MAE function.

Figure 3.6 shows several representative single-trial predictions that are used as a
typical example from datasets of four models, considering different network con-
figurations, particularly different topologies, with various dynamical units and for
a range of values for σ. These trials demonstrate that random and small-world
HR networks (Fig. 3.6 (A, B, C)) and the random Kuramoto network (Fig. 3.6 (D,
E)) allow for a predictive signal that can accurately capture the general underly-
ing trend of the data. In particular, the reconstructed EEG signal for the random
Kuramoto network can capture prominent peaks in the power spectra (Fig. 3.6
(E)). The EEG reconstructions that use the small-world Kuramoto networks had
the worst modeling performance; that is, they could not capture the general trend
and the frequency spectral component of the EEG signal (Fig. 3.6 (E)).

In addition to conducting an error analysis of our predicted EEG signal, we
evaluated our modeling approach by checking whether the generated EEG signals
in the predicting regime could reproduce the characteristic features of the power
spectrum (comparing similarities with the EEG signals in the frequency domain)
and the Hurst exponent (comparing similarities with the EEG signals in the long-
term correlations).

3.4.3 Error analysis of the predicted EEG signal

The average error scores computed using the MAE quantity in Eq. (3.12) for the
different prediction models are presented in Table 3.1. Owing to the differences
in range between the five datasets, the MAE was divided by the range of EEG
signal to obtain the ratio. We found that the MAE ratio values obtained from the
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different datasets do not differ much for the EEG signals predicted by our four
network models.

To further evaluate the efficacy of our predicted EEG signal in modeling real
EEG signals, we considered standard deviations of the MAE ratio values. The res-
ults are listed in the MAE part of Table 3.1. Set A was best modeled by the small-
world Kuramoto network (10.97± 40.05%), set B by the random HR (7.82± 15.90%)
and small-world Kuramoto (7.95± 15.98%) networks, set C by the random HR net-
work (7.95 ± 6.69%), set D by the small-world HR network (8.17 ± 7.48%), and set
E by the random Kuramoto network (11.21 ± 23.89%). We note that the epileptic
EEG signals (sets C and D, 7.95% and 8.17%, respectively) have smaller prediction
errors than the healthy EEG signals (set A, 10.97%) with closed eyes and com-
parable performance with healthy subjects with closed eyes. Data from subjects
during epileptic seizure were only well modeled by the Kuramoto networks; this
suggests that the epileptic brain becomes highly coherent, something captured by
the Kuramoto phase oscillator network.

Data Random HR Small-world HR Random Kuramoto Small-world Kuramoto
MAE of prediction (%)

Set A 11.28 ± 40.79 13.43 ± 58.88 12.35 ± 47.34 10.97 ± 40.05
Set B 7.82 ± 15.90 11.58 ± 50.44 9.35 ± 20.26 7.95 ± 15.98
Set C 7.95 ± 6.69 8.27 ± 9.11 9.09 ± 98.54 7.39 ± 10.49
Set D 9.40 ± 10.50 8.17 ± 7.48 9.91 ± 9.32 9.41 ± 12.31
Set E 45.84 ± 352.61 73.73 ± 649.34 11.21 ± 23.89 34.56 ± 268.48

Hurst exponent prediction mean error
Set A 0.09 ± 0.06 0.19 ± 0.11 0.08 ± 0.05 0.17 ± 0.11
Set B 0.08 ± 0.07 0.07 ± 0.06 0.08 ± 0.05 0.20 ± 0.13
Set C 0.11 ± 0.07 0.13 ± 0.07 0.08 ± 0.05 0.16 ± 0.09
Set D 0.06 ± 0.06 0.09 ± 0.07 0.07 ± 0.06 0.14 ± 0.10
Set E 0.18 ± 0.10 0.15 ± 0.11 0.10 ± 0.07 0.17 ± 0.11

Power spectrum prediction mean error
Set A 2.53 ± 1.60 2.64 ± 1.76 2.20 ± 1.37 2.13 ± 1.65
Set B 3.88 ± 4.57 4.30 ± 6.19 3.38 ± 4.89 3.34 ± 4.87
Set C 4.68 ± 3.91 4.83 ± 4.19 4.30 ± 3.42 3.30 ± 2.44
Set D 6.03 ± 12.84 6.14 ± 12.56 5.86 ± 11.01 5.09 ± 15.31
Set E 4.64 ± 5.48 5.76 ± 13.29 5.02 ± 17.35 4.58 ± 9.67

Table 3.1: Key values for this table are the datasets and the network topologies considered.
Bold values represents the best result in each row.

In addition, to ensure that our best fit models are obtained when the networks
are set in the weak coupling regime responsible for the presence of the CAS phe-
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Figure 3.7: Total error of prediction from channel 4 of five subjects in dataset A.

nomenon, we calculated the cumulative total error of our model as a function of
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time for each network model and different coupling strengths using the following
formula:

Totalerror (t) =
t

∑
i=t f +1

|Yi − ei| , (3.23)

which is simply the MAE multiplied by the time interval, where Y defines the
predicted EEG signal and e is the actual EEG signal.

From Fig. A.4, we can conclude that, independent of the types of oscillatory node
dynamics and the types of network topology (excluding results from the small-
world Kuramoto network), small σ values that produce the CAS phenomenon
can lead to the smaller errors between the EEG signals and the regenerated EEG
signals, i.e., better prediction of the EEG signals after the weights were trained
using the EEG dataset (training session). The results of datasets B, C, D, and E are
shown in Supplementary Fig. A.

3.4.4 Hurst exponent

The Hurst exponent is a measure of the long-range correlation of a signal, and
it is broadly used to analyze EEG signals from healthy control subjects and epi-
leptic patients [77, 79, 80]. In clinical applications, the Hurst exponent was used
to identify seizure-free EEG signals from seizure interval subjects and distinguish
between healthy individuals and patients suffering from epilepsy [81, 82].

The datasets contained healthy (A, B), seizure-free (C, D), and seizure (E) EEG
signals. The Hurst exponent was calculated for all 100 single-channel EEG signals
from each dataset for several sigma values. This exponent is calculated by rescaled
range (R/S) analysis [83] in a time window of 1000 time points corresponding
5.76s.

We calculated the mean error and standard deviation of the difference between
the Hurst exponent calculated from the predicted signal and the Hurst exponent
of the experimentally obtained EEG signal. The results are listed in Table 3.1. In
general, the random Kuramoto network model produced the smallest errors for
the Hurst exponents.

3.4.5 Power spectrum

Spectral analysis is a standard method for the quantification of EEG signals. The
power spectrum reflects the frequency content of the signal or the distribution of
the signal power over frequency [84–86]. An important application is the meas-
urement of event-related desynchronization (ERD)/event-related synchronization
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(ERS), which is widely used in brain–computer interface applications. ERD/ERS is
related to the power spectrum changes at specific frequency bands during physical
motor execution and mental motor imagery [67, 87].

The “actual” spectrum calculated directly from the EEG signal and the “pre-
dicted” spectrum calculated from the modeled signal in the predicting regime for
the representative channel Fp1 from dataset A are presented in Fig. 3.8 with red
and blue colors, respectively. The rows of this figure represent the power spectra
(“actual” and “predicted”) for several values of σ increasing from top to bottom.
The “actual” spectra in a row are the same.

For the HR network models and the random Kuramoto network model, the
difference between the predicted and original power spectra increases as σ > 10−2.
It is worth recalling that the CAS phenomenon exists in the networks when σ ⩽

0.001, which exactly matches the range for which the power spectrum can be well
reproduced. The results of datasets B, C, D, and E are shown in Supplementary
Fig. B.

3.5 discussion

It has long been shown that the HR neural network operating in the CAS region
reproduces EEG signals [5], but in this study, PCA is not from the time series col-
lected from randomly selected neurons but from the actual data generated by the
network. Using the compression set of independent vectors generated by the above
for the model, the fitting error of the model was reduced (from the Fig. 3.5). We
also show that it is possible to use a mechanical network formed by the Kuramoto
phase oscillator instead of the connected neuron model to reproduce the EEG data.

The challenge in neuroscience is to discover the vibrations regions in which the
brain functions [58]. In this study, we further demonstrate (as provided in Ref. [5])
That the brain can operate at least locally in the CAS region. Because for all kinds
of nonlinear networks studied, the best model of EEG signal can be obtained from
the data generated from the network operating in the CAS region, as the result of
Fig. A.4 shows. Networks in the CAS region are characterized by small clusters of
weakly connected neurons behaving as if they were nearly synchronized neurons.

There is increasing empirical support for the idea that network topology plays
an essential role in understanding brain function. This study tests two different to-
pology models, random and small world, for networks, and two types of neurons,
HR neurons and Kuramoto phase oscillators. The error analysis of the distance of
the EEG signal modeled with the experiment, and the average difference of the
feature amount, Hurst index, and power spectrum were shown in Table 3.1. As a
result, set A was best modeled by considering the small-world Kuramoto network,
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Figure 3.8: Experimental and predicted power spectrum for dataset A.

set B by random HR and small-world Kuramoto, set C by random HR, set D by
small-world HR, and set E by random Kuramoto. In addition, the epileptic EEG
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signals (sets C and D) have more minor prediction errors than the EEG signals
of healthy subjects with eyes closed (set A) and have the same performance as
healthy subjects with eyes closed. Data from subjects during seizures were suc-
cessfully modeled only by the Kuramoto network. These results suggest that the
epileptic brain was captured by the Kuramoto phase oscillator network and was
highly coherent.

Some studies have reported that the network of Kuramoto phase oscillators is
essential for understanding seizure activity, as in the papers by Yan and Li [88].
These authors estimated the human brain network from diffuse magnetic reson-
ance images of healthy individuals. Thus, a computational model using a delayed
version of the Kuramoto model connected to the estimated network provided the
basis for the authors’ hypothesis that the frontal hub could drive seizure activity.
Another study has shown that in the Kuramoto phase oscillator network, the ap-
pearance of hyper synchronization similar to seizures was manifested as a result
of the network topology [89].

Using dynamic descriptions of other neurons, such as the Hodgkin-Huxley (HH)
model and the integrate-and-fire model, could also be considered a dynamic unit
of the network used in the proposed unsupervised learning method. The only
requirement is that the network is set up in the CAS area. The network of HH
model and phase oscillator was considered in this study because the parameter
group in which CAS exists in the network of HH and phase oscillator was clarified
by the previous study [72].

This study used a network with N = 1000 nodes and collected a time series
of m = 3000 data points from each node. EEG signals for 17.28 seconds were
analyzed, corresponding to data frequencies 173.61 to Hz. This time is sufficient
to perform several analyzes in a short period for the detection of epileptic seizures
and the classification of motor images. In the future, we will increase the time
points of data and the number of neurons to explore the possibility of clinical
analysis. The model’s performance for other types of data, such as ECG, should
also be studied, depending on the type of dynamics that form the network. Given
that the modified Van der Pol oscillator is a reasonable basis for modeling ECG, it
was thought of as the mechanical unit of the proposed network.

3.6 conclusion

This study shows that it is possible to supply data to a machine learning model
that can be learned by an unsupervised approach using a nonlinear network set
to operate in a weakly coupled region called CAS. Notably, the output from the
CAS model can reproduce the EEG signals of healthy and epileptic patients in the
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predicted region and can reproduce the EEG signals features of the Hurst index
and power spectrum.

We used model data from healthy individuals and epilepsy patients to validate
the performance of CAS models based on various neuron and network types. In-
terestingly, the prediction error between the EEG data set and the signal generated
by the CAS is that it is essential to allow artificial neurons to interact weakly to
generate the CAS in order to predict the EEG signal better. Thus, it was suggested
that the CAS model, which is a weakly connected chaotic system, has generality
that can express the dynamics of the brain without depending on the dynamics of
nerve cells or the type of network.

However, there are some limitations we need to address to improve this model
in the future. Our model is based on linear regression, which approximates the
experimental EEG signal, but with a unique set of constant weighting factors, a
network with an invariant topology, and a constant coupling strength between
nodes. However, the EEG signal is originally unsteady. Therefore, in order to make
long-term predictions, it is necessary to incorporate into the model some time-
varying configurations tuned to adapt to the variation of the modeled experimental
signal.

The standard approach to modeling EEG relies on autoregressive or artificial
neural networks [26–28]. Although these methods have succeeded in reproducing
the characteristics of EEG signals, they can be predicted well only at time intervals
shorter than 1 second. The reason why the EEG signal is difficult to predict is that
the EEG signal is unsteady. The proposed method is based on a nonlinear network
in which the nodes are configured to operate in the CAS region (in effect, the orbit
wanders along a large periodic orbit) and predicts a time interval of 5.76 seconds.
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C O N S T R U C T I V E U N D E R S TA N D I N G O F

E E G A C T I V I T Y U S I N G R E S E RV O I R

C O M P U T I N G

4.1 reservoir computing

4.1.1 General introduction

RC has been developed by three types of methods: "liquid state machine", "echo
state network", and "backpropagation-correlation learning rule". These methods
aim to facilitate a new approach to modeling complex dynamical systems in the
fields of mathematics and engineering with artificial Recurrent Neural Networks
(RNN) [90]. Each method consists of a fixed-weight recurrent network, which,
given a dataset, outputs a series of activation states. These intermediate values
are used to train the output connected to the second part of the system that out-
puts the description of the dynamics of the original model obtained from the data.
The first part of the Reservoir system is an a RNN with fixed weights that acts
as a "black box" model for complex systems. The second part, called Readout, is
some classifier layer (usually a simple linear) that connects to the Reservoir with a
series of weights. A primary characteristic common to these techniques is a kind
of intrinsic memory effect due to the iterative connection of the Reservoir, the size
of which is expressed in the time steps required to use up the effect of the input
on the calculated output of the Reservoir. One of the main behaviors to consider
in the construction of the Reservoir is the activation function used to characterize
the node’s behavior. In the literature, it is mainly used from simple linear models
to more elaborate nonlinear models such as "echo states" and sigmoids often used
in backpropagation-correlation approaches or "liquid state" techniques to be seen
later.

39
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Figure 4.1: General structure of an ESN.

4.1.2 Echo state network

The Echo State Network (ESN) approach was introduced in 2001 [91]. The main
idea is (1) to drive a random, large, fixed recurrent neural network with the in-
put signal, thereby inducing in each neuron within this "reservoir" network a
nonlinear response signal, and (2) combine a desired output signal by a train-
able linear combination of all of these response signals (See Fig. 4.1). In detail,
a generic ESN model is composed of a discrete-time neural network u, reser-
voir network x and output y. Activation’s of network at time step t are de-
scribed by u(t) = [u1(t), u2(t), ..., uN(t)], x(t) = [x1(t), x2(t), ..., xK(t)], and y(t) =

[y1(t), y2(t), ..., yL(t)] where N, K, L are the number of units of input, reservoir, and
output respectively.

In the ESN approach, this task is solved by the following steps.
Step 1. Harvest reservoir states. Drive the reservoir with the training data u(t).
This results in a sequence x(t) of K-dimensional reservoir states. An K weight
matrix W collects reservoir node weights and recurrent. The input and reservoir
was connected by an NxK weight matrix Win. Sigmoid-unit echo state network is
governed by the state update equation:

x(t + 1) = f (Winu (t + 1) + Wx(t) + Wbacky(t)) (4.1)

Where Wback is the connections that project back from output to reservoir units.
Step 2. Compute output weight. Connection’s weight from system to output, an L
x (N + K + L) matrix is prepared Wout. Compute the output weights as the linear
regression weights of the outputs y(t) on the reservoir states x(t).
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Figure 4.2: General structure of an LSM.

4.1.3 Liquid state machine

Liquid State Machine (LSM) approach is based on the idea concept of ”Liquid
Computer” [92]. This idea was imagined by Maass that consists in a liquid me-
dium that act as a filter perturbed by time series inputs in function of time, and
a readout that captures all state changes in the liquid without memorize them. A
mathematical model of ”liquid computer” is called LSM and consists of a reservoir,
in this case called liquid, which processes an input time-series u(t) into a liquid
state x(t) who integrates influences from inputs at all times prior t. In the ESN
approach, this task is solved by the following steps.
Step 1. Separation.
Step 2. Approximation. The readout has the capability to approximate any given
continuous function f that maps current liquid states x(t) on current outputs y(t).
This property should be fulfilled by the readout function.
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4.1.4 Application in neuroscience

From a neuroscience perspective, reservoir computing aims to mimic how the brain
processes information. In this context, reservoir in [93] introduced neurons were
embedded in a complex network whose intrinsic activity was altered by external
stimuli. By sustaining the network activity of nerve cells, information processing
for given stimuli could be processed. Information processing takes place in the con-
text of the response to previous stimuli. The network activity was then projected
onto other cortical areas that interpret or classify the output. This biology-inspired
idea motivated one of the archetypes of reservoir computing, the liquid state ma-
chine.

4.2 experiment

4.2.1 Introduction

Understanding human thought and behavior can take many approaches, but to
really understand how the brain works, you need to look inside it. Recently, an
electroencephalogram, or EEG, is attracted the researchers due to its quicker, af-
fordable, and accessible insights about brain function, with a tight temporal resol-
ution. EEG is a recording signal of brain activity that mainly use for diagnosing
and treating brain disorders. To discover more abilities of the EEG, current research
has focused on understanding how the brain works, the identification of biomark-
ers, and the construction of BCI. A promising approach to better understand the
brain is through computing models [7]. These models are adjusted to preproduce
signals collected from the brain. Our research aims to build a model that not only
reproduce EEG signals of both healthy and epileptic conditions but also forecast
EEG signals.

We built the model by using the complex network of weakly connected dy-
namical system called CAS [7]. Particularly, we simulate neural networks by
Hindmarsh-Rose neurons and Kuramoto oscillators described a CAS [94]. Then, a
simple linear regression model takes the simulated neural network as an input and
produces the generated EEG signals which has high correlation with the original
EEG signals. Finally, the model also was used to predict the onforward EEG sig-
nals. Our proposed model not only successfully reproduced EEG data from both
healthy and epileptic EEG signals, but it also predicted EEG features well. How-
ever, the linear regression model provides an approximation of the experimental
EEG signals by utilizing a lot of constrains, such as a unique set of constant weight
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coefficients, a network with invariant topology, and constant coupling strength
connecting the nodes. EEG signals are nonstationary in nature [95]. Therefore, for
long-term predictions, our model should incorporate some time-varying config-
urations tuned to adapt to the varying nature of the experimental signals being
modelled.

In order to overcome the issues of linear regression model, another way is to
use a novel approach for time-series forward prediction that was developed based
on a CAS regime with an extension of an adaptive RC method. Importantly, the
reservoir’s fixed nature opens up using any dynamic system such as CAS. The-
oretical advantages of the proposed method are the model learn and adapt to
the time-varying nature of EEG signal. Our method implement the RC model to
predict the EEG signals using the simulated CAS as an input. The reservoir’s dy-
namics transforms the CAS neural network stream into a high-dimensional state
space, capturing its nonlinearities and time-dependent information for computa-
tion tasks.

4.2.2 ESN computation method

To simplify the reservoir construction, we propose a structured topology template
as Fig. 4.4. We compare the results to the linear regression results which have
shown in section 3. We consider a non-linear reservoir consisting of neurons with
the commonly used tangent hyperbolic (tanh) activation function.

Xn+1 = F(xn, un) = (1 − α) xn + α tanh (WEn + Winun) (4.2)

We consider ESN with N internal nodes, k input signals, and a single output
node. W in and Wres are generated as random matrix in the interval [−0.5, 0.5],
and were fully connected. In the experiments where relevant, the reservoir weight
matrix is rescaled such that its spectral radius 0.9. The default input scaling used is
0.8. Wout is adapted with linear regression, using Ordinary Least Squares routines.
This is found to lead to the best stable and precise results. For all experiment
runs, the first 100 states of each run are discarded to provide a washout of the
initial reservoir state. The input u(n) is simulated with the same criteria with HR
neurons simulation which explaned in chapter 3.

This experiment was organised along five degrees of freedom:

• Reservoir topology W.

• Reservoir activation function F.

• Input weight structure Win.
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Figure 4.3: An architecture of proposed model.

• Readout learning Wout.

• Reservoir size.

4.2.3 Dataset

In this chapter, we also used an open-source database from Bonn University: A
(closed eyes, healthy records), B (opened eyes, healthy records), C and D (seizure-
free interval, epileptic records), and E (during seizure activity, epileptic records)
[78]. Each set consisted of 100 single-channel EEGs under a sampling rate of 173.61
Hz. The datasets were band-pass filtered (0.5–30 Hz, EEGLAB embedded Fourier
infrared (FIR) filter). 3000 sampling points collected over approximately 17.28 s
were used. The first 2000 points were training data and the last 1000 points were
predicted data.

4.3 result

Figure 4.4: An example of prediction.
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Dataset Linear regression [7] ESN
MSE Hurst MSE Hurst

A 19.05 ± 16.75 7.20 ± 5.15 13.96 ± 1.55 5.91 ± 4.35
B 17.03 ± 10.89 9.49 ± 7.02 13.97 ± 1.51 15.50 ± 7.95
C 17.02 ± 14.49 8.71 ± 16.53 13.70 ± 1.80 4.57 ± 3.36
D 16.00 ± 9.10 6.76 ± 5.28 14.07 ± 2.51 5.70 ± 4.29
E 13.79 ± 3.33 17.37 ± 10.06 16.97 ± 4.02 24.09 ± 12.25

Table 4.1: The prediction error in comparison on ESN model with linear regression model.
Bold values represent the better results in each data set.

The Fig. 4.4 shown the example for prediction result. EEG signal evolves in time
up until time t = 2000. After this point, the autonomous ESN predicts a future
trajectory (black line), which is compared to the actual signal (red line). The aver-
age error scores computed using the MAE quantity in Eq. (3.12) for the different
prediction models are presented in Table 4.1. Owing to the differences in range
between the five datasets, the MAE was divided by the range of EEG signal to ob-
tain the ratio. For quantitative performance results described in the previous study,
we refer to Table 3.1. The ESN model gives a better prediction for signal prediction
– compare with the linear regression model for healthy EEG. The ESN gave out-
performance for Hurst prediction in data sets A, C, and D. The linear regression is
better for epileptic EEG prediction.

4.4 discussion

This chapter has shown that the RC, which is fed by a weakly coupled regime
called CAS, can be used to reproduce EEG signals. This approach could predict
better healthy EEG conditions and reproduce the characteristics of the EEG signals
in terms of the Hurst exponent. The weighted sum of CAS neurons yields a better
prediction for epileptic EEG signals.

Moreover, the difficulty in predicting EEG signals is due to the nonstationary
nature of the EEG signals. The proposed method is fundamentally based on a
nonlinear network with nodes set to operate in a CAS regime and RC, which can
lead to a successful prediction of time intervals of the order of 5.76 s.

However, some limitations need to be addressed to improve this model in the
future. The proposed model is based on a simple ESN that provides a good ap-
proximation of the experimental EEG signal but includes various coefficients, a
constant network topology, and missing feedback memory. Therefore, for long-
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term predictions, our model should incorporate some memory feedback tuned to
adapt to the varying nature of the experimental signal being modeled.



5
C A S M O D E L I N G U S E D F O R M O T O R

I M A G E RY E E G C L A S S I F I C AT I O N

5.1 introduction

EEG is a useful biological signal to distinguish different brain diseases and mental
states. It is an easy and cheap technique for recording human brain signals, and
is crucial for the BCI. In BCI research, MI is an important topic, which concerns
the process in which a person imagine to be performing some tasks, i.e., intention
to perform hand or leg movements. Detecting different MI tasks from EEG signals
has attracted much attention by researchers, and several feature extraction meth-
ods and classifiers were suggested to recognize imagery action ([96]). In recent
years, there have been several studies aimed to use MI for wheelchair control ([97,
98]), neuronal game ([99]), robotic hand control ([100, 101]), and autonomous driv-
ing ([102, 103]). Moreover, EEG pattern recognition is significantly more appealing
than facial and speech-based recognition methods, given that internal nerve fluc-
tuations cannot be deliberately masked or controlled ([104]). In previous studies,
subject-independent EEG classification was shown to be difficult to achieve com-
pared with classification from EEG of subject-dependent ones. Therefore, there
is great interest to study the improving of the performance of EEG recognition
across subjects. Lu et al. proposed to use a deep learning scheme based on a
restricted Boltzmann machine to learn EEG features for MI classification ([105]).
The best recognition accuracy across subjects was 70%, significantly lower than
84% achieved using subject-dependent MI classification. In the work from [106], a
supervised learning-based method called hybrid-scale Convolutional Neural Net-
work (HS-CNN) reached 87.6% of subject-dependent classification using dataset
2b of BCI Competition-IV ([107]), but its performance drops as 65.3% in a subject-
independent setting.

To overcome this problem, besides classification techniques, feature extraction is
crucial. EEG contains intense noise level, high non-stationarity, and non-linearity.
All these are great challenges to find effective representations for EEG data fea-

47
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tures ([108]). Several studies have proposed classic feature extraction methods for
MI-EEG, such as FFT ([101, 109]), Wavelet Transform (WT) ([110, 111]), empirical
mode decomposition (EMD) ([112, 113]), typical spatial pattern ([114–116]), AR
([15, 117, 118]), and so on. More recently, researchers suggested combining the time
domain and frequency domain methods to describe the characteristics of MI-EEG
([119]) more effectively. However, linear transform methods failed to address the
non-linear characteristic of EEG signals ([120]). Human brain can be considered as
a complex network of connected nonlinear dynamical systems. Recently, it was
shown that the brain activity measured by EEG signals could be modeled by
nonlinear oscillators ([5, 121]). This opens up the idea to propose feature extrac-
tion methods that explores the dynamical nature of EEG signals, and which can
improve classification accuracy in BCI. Several aspects of the CAS method have
been considered in EEG modelling ([5, 7]). CAS is a phenomenon characterized
by the existence of a local cluster of neurons possessing roughly constant local
mean fields, a consequence of the fact that neurons are very weakly connected
([94]). This phenomenon can be studied using computational models of dynamical
systems such as Hindmarsh-Rose neurons connected by small coupling strengths.
Similar to what is done in the AR modelling approach, experimental EEG signal
can be reproduced as a linear combination of a set of selected neurons in a network
of weakly connected HR. The coefficients of the linear regression model matching
the EEG signal are then used as the feature vectors in the BCI system. Extracted
features are then input to a suitable classifier to perform the final recognition of
the state of MI.

Recently, Deep Learning (DL) received much attention for its superior perform-
ance. Convolutional Neural Network (CNN) is one of the DL methods, which is
showed a remarkable success concerning image classification and computer vis-
ion ([122]). CNN is also widely used for EEG classification ([123]). Several stud-
ies showed that it is suitable for complex EEG recognition tasks ([124–126]). This
classifier can also be applied to various BCI paradigms such as MI and emotion
classifications, and obtained competitive high accuracy to state-of-the-art methods
([124, 127, 128]).

To this end, this study proposes a novel EEG feature extraction method using
our CAS-based nonlinear network modeling. We use a MI-EEG dataset 2b from
BCI competition-IV ([129]) and set both intra-subject and across-subjects frame-
works classification. The main contribution of the study is as follows: (1) We pro-
pose a novel EEG feature extraction method in which EEG signals are modeled by
a complex network of chaotic HR neurons that are weakly connected and behaving
in the CAS state. The weight coefficients of the model are used as an EEG feature.
(2) A CNN is used for classification performance. (3) The performance of the pro-
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posed method is compared with state-of-the-art methods in both intra-subject and
across-subjects MI-EEG classification. To the best of our knowledge, this study is
the first to show an application of a large dimensional nonlinear dynamical sys-
tem constructed as a model of the brain to extract features expressed in MI-EEG
signals.

5.2 background

5.2.1 Feature extraction

EEG signals are generally complex and contain large amounts of information.
Therefore, the ability to extract appropriate features from the EEG signal is an
essential factor for the success of the classification algorithm. The feature extrac-
tion aims to transform the data into a low-dimensional space while preserving the
critical information transmitted by the EEG signal [15]. According to the literature,
many feature extraction methods have been proposed based on specific tasks such
as time domain, frequency domain, time-frequency domain, and spatial informa-
tion of signals [10, 130–132].

Furthermore, from the point of view of pattern recognition, some studies have
excluded the steps of “subject normalization” and “subject selection”, while many
other studies use very few cases (observations) [133, 134]. More details on the
feature extraction methods are provided in the sections below.

5.2.1.1 Time-domain analysis

Time-domain analysis works for the stationary signals, but biosignals are non-
stationary. One method to quantify a non-stationary time series is to consider it
as a large number of stationary segments. There are key features in three categor-
ies:

• Mean and standard deviation for a time series with symmetric distribution.

• Median, mode, range, first quartile, and third quartile to measure the loca-
tions of a time series.

• Maximum, minimum, variation, skewness, kurtosis to pull out the shape
characteristics of a time series.

Besides, existing works have used the change sign slope, Willison amplitude,
Lyapunov exponent and Hjorth parameter to extract features from EEG signal
[135–137].
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5.2.1.2 Frequency-domain analysis

There are three basic techniques for frequency-domain analysis: FFT, eigenvector,
and model coefficient.

The FFT decomposes a time function (signal) into a frequency component rap-
idly by rearranging the input elements in bit-reverse order and constructing the
decay over time. The FFT is suitable only when we are concerned with which fre-
quency components exist, not the frequency components of the occurrence time.
However, the timing during which a particular frequency component occurs is es-
sential for biological symbology analysis. To solve this problem, a STFT uses the
idea that some parts of the signal that are not static at any given time interval are
the stop signal. A Power spectral density (PSD) values were extracted for each 1
Hz compartment from EEG 1–40 Hz to check the sleep state.

Eigenvector is used to calculate the frequency and power of the signals from
artifact dominant measurements. These methods are based on their own analysis
of the correlation matrix of the disturbed signal and produce high resolution fre-
quency spectrum even at low SNR. There are three methods of eigenvector with
higher resolutions. The Pisarenko algorithm is especially useful for estimating the
spectrum containing sharp peaks at expected frequencies. The MUSIC method
eliminates the effect of false zeros by using the average spectrum of all eigen-
vectors corresponding to the noise subspace. The Minimum-Norm method places
false zeros inside the unit circle and computes the desired noise subspace vector
from the eigenvectors.

AR method estimated PSD of EEG signal using parametric method. These meth-
ods solve the spectrum leakage problem and yield better frequency resolution. The
Yule-Walker method can lead to inaccurate parameter estimation in the case of
quasi-periodic signals. Instead, Burg’s method first estimates the reflectivity, then
estimates the parameters determined by the Levinson-Durbin algorithm. Recently,
there are some studies used the model coefficient for the EEG pattern recognition
such as dynamic system model-based EEG.

The power spectrum-based frequency method is often used to extract MI-related
characteristics. Specifically, PSD was used for a linear and nonlinear classifier to
classify left and right hand MI tasks [138, 139]. A power spectral features is also
used for the latent random field method to improve the accuracy of the MI clas-
sification. However, for reasons of non-linear and non-Gaussianity EEG signals,
conventional power spectroscopy techniques are limited to analyzing MI-related
EEG signals. Since the power spectrum rejects information about the phase rela-
tionship between frequency components, it is not possible to extract non-linear
and non-Gaussian information useful for MI classification.
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Bispectrum is proposed to solve the power spectrum problem [140]. Bispectrum
is able to quantify the interaction of two frequency components in a non-linear and
non-Gaussian signal, so it can further explore non-linear and non-Gaussian charac-
teristics from the associated EEG signals related to MI. Zhou, Gan and Sepulveda
estimate the sum of the power spectrum and the total logarithmic amplitude of the
bisector for the two MI classes [141]. Shahid and Prasad normalized the total log-
arithmic amplitude of the bisector and used Fisher’s LDA classifier to distinguish
right-hand and left-handed MI duties [142]. However, the representative extraction
feature used in the above works adds all the bisector values to a feature. Therefore,
it can reduce the validity of the classifier and the performance of the MI classifica-
tion because of the sensitivity to non-linearity.

Using both time- and frequency-domain features can improve seizure classifica-
tion performance. Three frequency-domain features (dominant frequency, average
power in the primary energy zone, and normalized spectral entropy) and two time-
domain features (spike rhythmicity and relative spike amplitude) are used. Iscan
et al. combined time and frequency features to distinguish between seizure and
healthy EEG segments. They got time-domain features using the cross-correlation
method and frequency-domain features calculating the PSD [143].

5.2.1.3 Time-frequency features

Time-frequency domain analysis studies a signal in both the time and frequency-
domains simultaneously. Time-frequency distribution (TFD) and WT analysis are
the principal techniques of time-frequency domain analysis.

The basic idea of TFD is to devise a joint distribution of time and frequency
that describes the energy density or intensity of a signal simultaneously in time
and frequency. In this distribution, we can calculate the fraction of energy in a
specific frequency and time range, and the distribution of frequency at a particular
time. It is done by constructing a joint time-frequency function with the desired
attributes and then obtaining the signal that produces the distribution. Boashash
et al. performed TFD feature extraction on multi-channel recordings for seizure
detection in newborn EEG signals [144]. Many studies used short-time Fourier
transform (STFT) for applying MI classification [145, 146].

WT is an alternative to STFT. STFT gives information about the spectral com-
ponents at any given interval of time, but not at a specific time instant. It causes a
problem of resolution. WT gives a variable resolution using the characteristics that
high frequencies are better resolved in time-domain, and low frequencies are in
frequency-domain. WT can capture very minute details, sudden changes, and sim-
ilarities in the EEG signals [147]. It is more effective than other methods because
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Figure 5.1: Components of a BCI system [148].

biosignals are non-stationary. WT transforms a small wave (a mother wavelet) as
a pattern and expresses an arbitrary waveform on the scale of magnification and
reduction. WT classified into continuous wavelet transform and discrete wavelet
transform.

5.2.2 EEG classification

Over the years, deep CNN has become highly successful in many application areas,
such as computer vision and speech recognition, often outperforming previous
modern methods [122, 149–151]. For example, a deep CNN reduced error rate
in the ImageNet image recognition challenge, where 1.2 million images must be
classified into 1000 different layers, from over 26% to below 4% within 4 year.
CNN also reduced error rates when it came to speech recognition, for example,
from English news broadcasts [152, 153]. However, hybrid models that combine
CNN with other machine learning components, especially repeating networks and
non-convolution deep neural networks are also competitive .
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Figure 5.2: Example of original EEG signals [154].

The EEG signal has characteristics that make it different from the inputs
that CNN has had most success with, namely images. In contrast to the two-
dimensional static image, the EEG signal is a dynamic time series from electrode
measurements obtained on the surface of the three-dimensional scalp. In addi-
tion, EEG signals have a relatively low signal-to-noise ratio, meaning that sources
without mission-related information often affect EEG signals more strongly than
mission-related sources (see Fig. 5.2).

To address whether the CNN can achieve competitive decoding accuracy, a stat-
istical comparison of their decoding accuracy was made with the results obtained
when decoding against the filter bank common space sample, a method widely
used in EEG decoding and has won several EEG decoding competitions such as
BCI Competition 2b [119, 155–157].

5.3 proposed scheme

Specific brain activity recorded via EEG has its own frequency band. The MI activ-
ities frequency band which is widely used is the one at 8-35 Hz ([105, 158]). Our
approach is to use the multi-sub-bands decomposition. Regarding Figure 5.3, the
diagram of the proposed method is as in these following steps:

• Multichannel EEG signal is decomposed into four sub-bands: 4-9 Hz, 8-15
Hz, 14-31 Hz, and 30-42 Hz, then the data is split into training and test data
sets.

• CAS-based features are extracted from each sub-band EEG signals.
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• The features obtained from multi-sub-bands are combined and standardized.
The feature refers to the coefficients to match the EEG signals with states of
the neurons in the HR network by a linear regression.

• The CNN classifier is trained with extracted features in the training dataset,
and classification test is performed using the test dataset.

5.3.1 Feature extraction

CAS is defined as a universal way of how patterns can appear in complex networks
with nodes connected by small coupling strengths. The HR neuron model is a well-
known model for designing the neuron activity. Some studies used HR neuron
model to describe a CAS pattern models the EEG signal ([5, 7]). In this study, we
considered a HR network formed by L = 1000 neurons. The HR neurons model is
as below: 

Ξ̇xi = Ξyi − aΞ3
xi
+ bΞ2

xi
− Ξzi − RΞxi + Qi

Ξ̇yi = c − dΞ2
xi
− Ξyi

Ξ̇zi = −rΞzi + sr (Ξxi + x0)

(5.1)

where Ri = pi, Qi = piCi, pi = σki, Ci ≈ (1/ki)∑N
j=1 Kijxj. ki is the elec-

trical coupling degree of neuron ith. The parameters of model were chosen as
following:a = 1, b = 3, c = 1, d = 5, r = 0.005, x0 = 1.618, Iext = 3.23, and the
coupling strength σ = 0.001. Kij was a small-world matrix generated by Watts-
Strogatz network approach with a rewiring probability equal to 0.01. The network
had a mean degree of 10. The HR neurons were simulated using the Brain Dy-
namics Toolbox, and time-series were obtained with the same length of that of
the EEG signal time-points. After that, a dimension of all membrane potential
X = {xi} ∈ RL×N was reduced by PCA. The final X = {xi} ∈ Rl×N was used to
model the EEG signal. For more details see Refs. [5, 7].

We applied a parametric method using a linear regression model for EEG. Let
E =

{
Eij

}
i=1:T,j=1:C , where Eij ∈ R1×N, is the sub-band EEG training trials. Here,

T is the number of trials, C defines a number of channels, and N is the number of
data points. The linear regression model for EEG defines as below:

AijX = Eij (5.2)

where Aij = [α0, α1, · · · , αl] is the vector of coefficients, which we regard as the
feature extracted from the MI-EEG signals. X ∈ Rl×N corresponds to the states of
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Figure 5.3: Block diagram of the proposed method.

HR neuron network operated in CAS regime. The estimation of Aij is calculated
by using least square error method as below:

Aij = X+Eij (5.3)
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where X+ is the Moore-Penrose pseudoinverse of X.

5.3.2 Feature standardization

Normalization or standardization is a critical step needed to change features to the
same scale. Different from normalization, standardization requires the data has a
normal distribution. The values of α0 have changed much for different experiments,
and this variation would have resulted in a distribution of the coefficients skewed.
Therefore, α0 was then removed from Aij. After confirming that the features satisfy
the requirement, they were standardized as follows:

Á =
A − µ

α
(5.4)

where A is the original feature value, Á is the normalized feature value. µ is the
mean and α is the standard deviation of the feature.

5.3.3 Convolutional Neural Network classifier

CNN can take multidimensional data as input and generally works well for image
classification. Various studies used a deep learning approach such as CNN to clas-
sify EEG signals. Based on their experimental results, we argue that CNN-based
methods significantly improves on classical classification methods ([125]). In the
present study, we used a simple CNN architecture shown in Figure 5.4. It had
two contiguous blocks of a convolution layer followed by a max-pooling layer, a
flatten layer, and finally a dense layer. The CNN model was trained with the SGD
optimizer algorithm. Also, we used regularization techniques such as dropout to
prevent over fitting problem. The settings used for training the CNN model are as
follows:

• ReLU was used as an activation function in the convolution layer..

• The final fully connected layer derived the probabilities for two output classes
using the sigmoid function.

• Stochastic gradient descent with an initial learning rate of 0.01.

• Dropout with a probability of 0.2, 0.3, and 0.4 in each convolution layer and
flatten layer, respectively.
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Conv1+Pool1

Conv2+Pool2

Flatten

Output

4 × 381 × 32

4 × 72 × 32

4 × 72 × 64

4 × 14 × 64

1 × 1 × 64

1 × 1 × 2

Input 4 × 381 × 3

Figure 5.4: The illustration of the CNN block diagram. The model consists of two convolu-
tional layers, two max pooling layers as well as flatten layer.

5.4 experiments

5.4.1 Dataset

To evaluate the performance of the proposed method, we executed MI-EEG classi-
fication experiments. For this aim, we used the BCI competition IV dataset 2b[159],
because it is commonly used in this field. The dataset contains two types of exper-
iments from nine healthy participants. Each experiment was recorded on separate
days for one subject. The timing scheme of each trail is shown in Figure 5.5. The
MI classification task aims to predict the label of the second experiment from the
supervised information of the first experiment.

EEG signals were recorded in three channels: C3, Cz, and C4, with a frequency
250 Hz. Participants executed five recording sessions in total. In the first exper-
iment, two sessions were done without feedback with 120 trials per session, and
the rest three sessions in the second experiment incorporated online feedback with
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Figure 5.5: Timing scheme of the paradigm.

160 trials per session. An EEG time segment was extracted from the first 4 to 7 s,
resulting in 750 data points per trial. In the pre-processing stage, raw EEG data
were segmented into trials and band-pass filtered into four sub-bands: delta (4-
9Hz), alpha (8-15Hz), beta (14-31Hz), and gamma (30-42Hz).

5.4.2 Experimental setup and comparative experiments

HR neuron network X ∈ R1000×750 was simulated using Brain Dynamics Tool-
box ([73]). An example of the dynamic behavior of a single HR neuron is shown
in Figure 5.6. X = {xi} ∈ R1000×750 is used to model the EEG signal. Then,
the dimension of X was reduced into X ∈ Rl×750 by selecting the top l eigen-
vectors with the highest eigenvalues. The value of l was chosen so that prin-
cipal component contains 99% of the information. The linear regression model
was performed to extract the feature for each channel and sub-band frequency
data. The weight coefficients were calculated by Eq. (3). Thus, we had a set of
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Figure 5.6: The activities of HR neuron. (A) action of membrane potential, (B) first prin-
cipal component of membrane potential applying PCA, (C) and (D) a phase
portrait.

[ f requency × coe f f icient × channel] arrays for every trials. Furthermore, the correl-
ation between generated signals

(
Êij

)
and original EEG was calculated as below:

Corr
(
Eij, Êij

)
=

E
[(

Eij − E
(
Eij

)) (
Êij − E

(
Êij

))]
Var

(
Eij

)
Var

(
Êij

) (5.5)

To evaluate the performance of proposed method for MI classification, we con-
ducted two experiments. In the first experiment, the session-to-session transfer
classification, in which one session was for the training and one session was for
the test, was conducted for each subject. Training and test sessions were recor-
ded on different days for all subjects. Therefore, the session-to-session transfer
classification is more challenging ([160]). Whereas in the second experiment, we
investigated across-subjects classification by using Leave-one-subject-out (LOSO)
cross-validation, namely the data measured from eights subjects were used as the
training set, while the data from the remaining one corresponded to the test set.
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To demonstrate the efficiency of the proposed feature extraction method, accur-
acy and Kappa statistic defined as follows were used as the performance measure.

Accuracy =
TP + TN

TP + TN + FP + FN
× 100(%) (5.6)

where TP indicates for true positive, meaning the correct classification as left-
hand; TN indicates for true negative, meaning correct classification as right-hand;
FP indicates for false positive, meaning incorrect classification as left-hand; and
FN represents false negative, meaning incorrect classification as right-hand.

Kappa =
P0 − PC

e

1 − PC
e

(5.7)

where P0 represents the probability of overall agreement between label assign-
ment, classifier, and true process; and PC

e is defined by the chance agreement for
all labels, i.e., the sum of the proportion of instances assigned to class multiplies in
proportion to accurate labels of that specific class in the data set. Finally, to verify
whether the performance difference between the proposed method and other meth-
ods is statistically significant, the two-side paired t-test has been conducted.

5.5 results

5.5.1 Examine the results of extracted features

Figure 5.7 illustrates the distributions of correlation coefficients between original
and generated EEG signals. This result shows that the HR neuron model could fit
the EEG signal with strong correlations (larger than 0.7). The highest correlation
comes from the results in beta band (mean correlation coefficients was 0.85), while
the smallest is found in delta band with mean values was 0.74. The mean values
were 0.78 and 0.76 for alpha band and gamma band, respectively.

5.5.2 Results on intra-subject classification

To evaluate the CAS-based feature for MI classification, the intra-subject classi-
fication performance obtained by the proposed method was compared with FFT
method and non-feature extraction works. The comparison is presented in Table
5.1. Considering the accuracy of 9 subjects, the proposed method yields the highest
accuracy in 7 subjects.

In comparison, its accuracy in the other two subjects is very competitive (less
than 4.13% and 0.25% compared with the highest ones). The results indicate that



5.5 results 61

Subjects No feature extraction [119] FFT [156] Proposed method
Shallow CNN Deep CNN CNN

1 71.56 67.25 69.78 75.31
2 53.57 56.10 54.75 60.25
3 53.12 54.87 52.88 56.26
4 95.93 94.52 95.31 96.56
5 85.00 84.59 85.91 86.15
6 76.87 74.46 78.03 85.21
7 76.56 74.46 69.75 72.86
8 85.93 87.75 87.56 87.50
9 82.18 79.25 80.91 84.06

Average 75.64 75.10 74.99 78.23
P-value 0.02742 0.03254 0.00219

Table 5.1: The accuracy in comparison on inter-subject with the CNN-based methods. Bold
values represent the best result in each row.

Works No feature extraction Proposed method
Shallow CNN Deep CNN CNN

Kappa value 0.63 0.59 0.64

Table 5.2: The Kappa values in comparison on inter-subject with the CNN-based methods.

the proposed CAS-based feature extraction method is superior to other methods
with 3.1% on the average level. The CAS-based method significantly improves the
classification accuracy in comparison with common method. The significant differ-
ence between the proposed and state-of-the-art methods is conducted by statistical
test whose results were shown in the bottom row of Table 5.1. A two-sided paired
t-test at the significance level of α < 0.5 reveals that the performance improvement
achieved by our proposed method is statistically significant. Table 5.2 summarizes
the average kappa values of the proposed method and non-feature extraction works.
The kappa statistic has a value between 0 and 1, and the higher value indicates the
better model consistency. Table 5.2 suggests that the proposed method performs
better than non-feature extraction methods.

5.5.3 Results on across-subjects classification

In the test of across-subjects, Table 5.3 shows the accuracy of the proposed methods
for 9-folds cross validation. The dataset contained EEG data of 9 subjects with 600
trials per subject. Among 5400 trials, the CAS-based feature was classified using
the CNN model. Specifically, study from [105] reported that DBN classification
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K-fold 1 2 3 4 5 6 7 8 9
Accuracy(%) 73.11 63.91 58.67 92.14 69.43 80.75 69.92 78.84 79.50

Table 5.3: The accuracy on across-subjects with 9-fold validation.

Works DBN HS-CNN Proposed
Accuracy(%) 70 65.3 74.0

Table 5.4: The accuracy in comparison on cross-subject with state-of-the-art methods.

performance reached 84%, but the performance dropped to 70% when the model
was trained in across-subjects setting. The HS-CNN reached 87.6% of intra-subject
classification, but performance drops as 65.3% in across-subjects setting ([107]).
Our approach achieved 74.03% (±10.02%) mean accuracy (Table 5.4).

In comparison with other works, this study has two advantages. First, our study
indicates that the CAS-based method is more robust and can extract distinguish-
able features from EEG signals than FFT. The linear regression model uses a simple
linear algebra formula and reduce the consumption of calculation, which is more
beneficial for online BCI application. Second, our proposed method can improve
the inconvenience of the parameter dependency such as time window, model order
referred in ([15]).

The average processing time for the proposed methods was 15 ms per epoch on
a PC with Intel® Core™ i7 4.20 GHz processor and 48 GB RAM. The code was
developed on the Python Jupyter notebook.

5.6 conclusion

In this study, the EEG signals are reproduced using a linear combination of the
states of dynamical neurons connected in a network by weak couplings and oper-
ating in the CAS regime. We provide the evidence that MI-EEG data can be gener-
ated well using CAS model in four frequency bands, as demonstrated by the results
from Figure 5.7. Furthermore, the coefficients of the linear regression to model the
EEG signals were used as feature vectors for classification. The performance of the
proposed feature extraction method is compared with CNN-based methods for
both intra-subject and across-subjects MI-EEG classification. Through the results
of experiments, we first found that the CAS-based method successfully maintains
important features of EEG signals, thereby improving the performance. Compared
with non-feature extraction and FFT method, our proposed methods achieved su-
perior classification performance for the intra-subject setting. Furthermore, our
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proposed method outperformed the classification accuracy with the state-of-the-
art methods such as HS-CNN and DBN for across-subjects classification.

In conclusion, this work demonstrates the superior performance and promising
potential of the proposed EEG feature extraction (by the CAS model approach)
and further classification method (by the CNN approach) using fewer assump-
tions. This article could pave the way for the practical implementation of an across-
subject BCI. In recent years, researchers have tried their best to design online BCI
systems for commercial use. The accuracy and non-stationarity characteristics of
this signal are still a challenge for real-time BCI implementation. An online BCI sys-
tem requires that the algorithm has a high performance. The method proposed in
this study could achieve superior classification performance for both intra-subject
and across-subjects settings. Using the linear combination of the time series ob-
tained from simulations of HR neural networks, our proposed method is inde-
pendent from the model order, not the case for autoregressive methods. Moreover,
the time-domain-based feature extraction approach allows a short-segmented data.
Therefore, the proposed method would potentially contribute to the online BCI
system design.

However, there are still several challenging issues that need to be addressed
for future investigations. Firstly, the proposed method was compared with FFT
features with one dataset. Further works on different features should be imple-
mented to give reliable results. In addition, we used a simple CNN structure in
this study. Several new architectures are worthwhile to explore to boost the per-
formance further.
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Figure 5.7: Boxplot of estimated correlation values between actual EEG trials and gener-
ated EEG by HR neurons in four frequency bands.



6
I M PA C T A N D F U T U R E D I R E C T I O N

6.1 impact

This thesis will have a broader impact on the fields of the neuroscience of move-
ment, neuronal processes in EEG analysis, and BCI. This will significantly contrib-
ute to improving the understanding of brain operation. The dynamical networks
formed by Kuramoto phase oscillators and HR neuron models can be used to re-
produce EEG signals. This gives a deeper insight into the neuronal mechanisms
and provides a new novel method for EEG signal modeling. This research has
a long prediction period sufficient for classifying epilepsy seizure detection and
several analyses during a short period as motor imagery classification. EEG meas-
urement has long been a favorite as a neuroimaging technique for developing
BCI applications because of its compactness, portability, and ease of use. However,
EEG signals are often noisy and affect the performance of the BCI system. It is
also susceptible to noise and artifacts. The EEG signal is roughly the result of the
accumulation of nerve spike information beneath the scalp’s surface. In the prac-
tical application of BCI, it is difficult to collect large data sets, which may lead to
overfitting of classifiers and weak generalization. Also, acquiring low-noise data is
very expensive. The proposed EEG modeling may help reinforce the EEG signal
and thus improve the performance of the BCI.

This thesis shows that the EEG signals could be functioning in a reservoir net-
work and CAS regime. It will be possible to carry out methods and analyses of its
mechanism. In addition, if the mechanism can be elucidated, it will be possible to
eliminate changes in brain activity related to the type of disease, imagery action,
or emotion. This thesis is expected to improve the accuracy of observation of char-
acteristics of brain activities, lead to further elucidation of the brain’s mechanism,
and significantly contribute to the progress of neuroscience. Especially forecasting
EEG signals have a number of potential benefits for BCI systems.

EEG signal classification, in general, requires investigation of feature extraction.
Feature extraction of EEG signals is a challenging problem and has received much
attention over the past decade. AR model and FFT are widely used to extract

65
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features from EEG signals. This thesis also contributed a new method for EEG fea-
ture extraction that can improve the disadvantage of the AR model and get higher
accuracy than FFT. Moreover, EEG recognition has greater potential in security
with respect to research than facial and speech-based methods, given that internal
nerve fluctuations cannot be deliberately masked or controlled. In previous stud-
ies, subject-independent recognition was difficult to achieve when compared with
subject-dependent EEG classification. Our proposed method developed for MI clas-
sification subject-independent was found to be effective.

6.2 future direction

The novel approach of reproducing EEG could be used as a new research tool
in neuroscience and it will be interesting to find its applications. In the field of
modeling EEG, we have many challenges. EEG signals are nonstationary in nature.
For long-term predictions, our model should incorporate some time-varying con-
figurations tuned to adapt to the varying nature of the experimental signal being
modeled. It will be interesting to study whether the combination of CAS regime
and RC can be used to learn parameters for an EEG model.

Secondly, for studying EEG generation further, it would also be interesting to
look at a method that can be obtained a surrogate EEG data. The work done by
[161] has spiking neural network (SNN) to enhance the classification performance
by generating task-related multi-channel EEG template signals. The node in an
SNN adheres to the dynamics of a spiking neuron. The new approach with CAS-
regime can give a further method for generating surrogate EEG data.

Finally, the proposed feature extraction method was compared with FFT features
with one dataset. Further works on different features should be implemented to
give reliable results. In addition, we used a simple CNN structure in this study.
Several new architectures are worthwhile exploring to boost the performance fur-
ther.
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A
A P P E N D I X

Figures 1, 2, 3, and 4 show the total errors between EEG signals and generated EEG
signals for each network model and different coupling strengths. Small σ values
that produce CAS can lead to the smaller errors i.e., better prediction of the EEG
signals after the training session.
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Figure A.1: Total error of prediction from channel 4 of five subjects in dataset B.

Supplementary Figure B

Figures 5, 6, 7, and 8 show the spectrum calculated directly from the EEG signals
and the predicted EEG signals of channel Fp1 for each network model and different
coupling strengths. The rows of this figure represent the power spectra ("actual"
and "prediction") for several values of σ increased from up to down.
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Figure A.2: Total error of prediction from channel 4 of five subjects in dataset C.

1

2

3

4

5

2000 2250 2500 2750 3000
time

lo
g(

To
ta

l er
ro

r)

sigma = 0.0001
sigma = 0.0005
sigma = 0.001
sigma = 0.01
sigma = 1

(a)

1

2

3

4

5

2000 2250 2500 2750 3000
time

lo
g(

To
ta

l er
ro

r)

sigma = 0.0001
sigma = 0.0005
sigma = 0.001
sigma = 0.01
sigma = 1

(b)

1

2

3

4

5

2000 2250 2500 2750 3000
time

lo
g(

To
ta

l e
rr

or
)

sigma = 0.0001
sigma = 0.0005
sigma = 0.001
sigma = 0.01
sigma = 1

(c)

1

2

3

4

5

2000 2250 2500 2750 3000
time

lo
g(

To
ta

l e
rr

or
)

sigma = 0.0001
sigma = 0.0005
sigma = 0.001
sigma = 0.01
sigma = 1

(d)

Figure A.3: Total error of prediction from channel 4 of five subjects in dataset D.
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Figure A.4: Total error of prediction from channel 4 of five subjects in dataset E.
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Figure A.5: Experimental and predicted power spectrum for dataset B.
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Figure A.6: Experimental and predicted power spectrum for dataset C.
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Figure A.7: and predicted power spectrum for dataset D.
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Figure A.8: Experimental and predicted power spectrum for dataset E.





B
P U B L I C AT I O N S

Journal paper

• Thi Mai Phuong Nguyen, Yoshikatsu Hayashi, Murilo Da Silva Baptista, and
Toshiyuki Kondo, “Collective Almost Synchronization-based model to ex-
tract and predict features of EEG signals” , Scientific Reports, 10, 16342, 2020
(peer-reviewed).

• Hoa Le, Uyen Pham, Phuong Nguyen, and The Bao Pham, “Improvement on
Monte Carlo estimation of HPD intervals”, Communications in Statistics -
Simulation and Computation, 49:8, pp2164-2180, 2020 (peer-reviewed).

International Conference

• Thi Mai Phuong Nguyen, Xinzhe Li, Yoshikatsu Hayashi, Shiro Yano and
Toshiyuki Kondo, “Estimation of brain dynamics under visuomotor task
using functional connectivity analysis based on graph theory”, Proceed-
ings of the 19th annual IEEE International Conference on Bioinformatics and
Bioengineering, Athens, Greece, Oct 2019 (oral, peer-reviewed).

• Thi Mai Phuong Nguyen, Yoshikatsu Hayashi, Murilo Da Silva Baptista, and
Toshiyuki Kondo, “Synthesis of EEG time-series using collective almost
synchronization model”, 1st International Symposium on Hyper Adaptabil-
ity, Virtual, May 2021 (poster, not peer-reviewed).

• Maro G. Machizawa, Giuseppe Lisi, Thi Mai Phuong Nguyen, Ryohei Mizuo-
chi, Noriaki Kanayama, Kai Makita, Takafumi Sasaoka, and Shigeto
Yamawaki, “Dissociable neural markers for integrative emotional states
relates to separable types of personality traits”, Technologies for Neuroen-
gineering, Virtual, May 2021 (poster, not peer-reviewed).

• Thi Mai Phuong Nguyen, Minh Khanh Phan, Yoshikatsu Hayashi, Murilo Da
Silva Baptista, and Toshiyuki Kondo, “Collective Almost Synchronization
Modeling Used for Motor Imagery EEG Classification”, 43rd Annual Inter-
national Conference of the IEEE Engineering in Medicine and Biology Society,
Virtual, Oct 2021 (poster, peer-reviewed).

Domestic Conference

• Thi Mai Phuong Nguyen, Maro G. Machizawa, Ryohei Mizuochi, and Shi-
geto Yamawaki.“Validation of personality dependent optimized emotion
(KANSEI) decoding using EEGs”, The 44th Annual Meeting of the Japan
Neuroscience Society, Kobe, Japan, July 2021 (poster, not peer-reviewed).

85


	Contents
	List of Figures
	List of Tables
	Abstract
	Acknowledgments
	Abbreviations
	Introduction
	Motivation
	Background
	Brain Computer Interface
	EEG

	Thesis Outline

	Related works
	EEG modeling
	Dynamic functional connectivity of EEG
	EEG classification

	Approach for EEG modeling
	Introduction
	Introduction of CAS phenomenon
	CAS phenomenon in network
	CAS phenomenon in HR network
	CAS phenomenon in Kuramoto oscillators

	Experiment
	Simulation of the neuronal networks to predict a given series of EEG signals
	CAS-network-based model for EEG signals
	Dimension reduction of X* Rm N by PCA
	Hurst exponent

	Results
	Comparison of methods to generate X
	Validation of the two different neuronal models
	Error analysis of the predicted EEG signal
	Hurst exponent
	Power spectrum

	Discussion
	Conclusion

	Constructive understanding of EEG activity using reservoir computing
	Reservoir computing
	General introduction
	Echo state network
	Liquid state machine
	Application in neuroscience

	Experiment
	Introduction
	ESN computation method
	Dataset

	Result
	Discussion

	CAS modeling used for Motor Imagery EEG classification
	Introduction
	Background
	Feature extraction
	EEG classification

	Proposed scheme
	Feature extraction
	Feature standardization
	Convolutional Neural Network classifier

	Experiments
	Dataset
	Experimental setup and comparative experiments

	Results
	Examine the results of extracted features
	Results on intra-subject classification
	Results on across-subjects classification

	Conclusion

	Impact and future direction
	Impact
	Future direction

	Bibliography
	Appendices
	Appendix 
	Publications

