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Databases are necessary for any system. On the services, it stores required items
and provides requested items by searching them. In—memory DB is a type of application
used in a wide range of Web services among databases. Recently, the main memory
capacity increasing on server machines has improved the performance of in—memory DB.
The high throughput and the low latency with the main memory are essential
performances for Web services.

The appearance of PM for novel hardware more increases the main memory capacity.
The current PM can mount to machines on the market, and the one module has up to 512
GB. Google and others provide some environments with machines that have PM for running
applications. Also, PM as storage improves the performance of in—memory DBs, because
PM can provide non-volatile memory regions.

Increasing memory capacity made applying existing operational techniques
difficult. Increased memory capacity improves the performance of in—memory DB.
However, if it is not operated correctly, its performance cannot be demonstrated.
Many ob jects on the memory need to long term to operate and making the poor application
manageability.

In this paper, we aim for smooth use of operational techniques that have become
difficult to apply to existing work in in—memory DB and propose methods for resolving
the problem using the knowledge of in—memory DBs. There is a wide range of operational
techniques for in—memory DBs; most of them improve manageability. Poor manageability
leads to increased installation and running costs, and it is challenging to keep the
system stable. Of the techniques, targets are two challenges; supporting reboot—based
recovery on reducing reboot costs and supporting database consolidation in the PM
environment.

To resolve the challenges, we aim to apply the operational techniques with focusing
on memory objects. We propose a method to apply efficient operational techniques by
managing the uses and characteristics of the objects considered with memory objects.
We propose an efficient method to apply reboot techniques, and Puffin is a method
to use a consolidation environment considering the memory objects. Prototypes
applying the reboot method with memcached and MyRocks as typical in—memory DB showed
the effects. Also, a prototype of Puffin with RocksDB to efficient consolidation
showed that efficient operation is possible by managing PM allocation.




