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Abstract

This paper describes a recognition system for matiandwritten Japanese text free from
line direction and character orientation constsint

Due to the increasing size of writing surface dPl&A, and the advent of a tablet PC or an
electronic whiteboard, people can write text maeely as on a piece of paper. Thus, the
demand to remove writing constrains from on-linadwriting recognition is getting higher. A
new type of pen interfaces like E-pen and papesrfate by Anotopen and paper are also
raising this demand even higher. Such freely haitthmrtext brings new challenges to remove
writing constraint from on-line handwriting recogan. Asian people whose languages are
Chinese origin often write text horizontally, vegily or even slantingly in a mixed way.

The recognition system separates handwritten texrhitrary character orientation and
line direction into text line elements, estimatesl amormalizes character orientation and line
direction, applies two-stage over-segmentationstants a segmentation-recognition candidate
lattice and evaluates the likelihood of candidagnsentation-recognition paths by combining
the scores of character recognition, geometriaifeatand linguistic context.

Due to the text lines are free from line directaord character orientation, the unstable line
direction and character orientation it is a chajlag research work to segment text line
correctly and segment characters correctly foryeliee direction before recognition as human
for machine. To solve the problem, at text line nsegtation step, we segment text lines
compose of horizontal, vertical and slanted linkegexgt with arbitrary character orientation into
text line elements. At over segmentation step, wexridk segmentation points and
non-segmentation points in quantized 4 directiosingithe two-stage classification scheme.
And then evaluate the likelihood of candidate segaten paths, train and decide the weight of
each factor automatically by genetic algorithm.afinoptimal path can be found by the Viterbi
search.

The results of experiments on text from tRANDS-Kondate t bf-2001-1dlatabase
demonstrate significant improvements in the characeécognition rate compared with the
previous systems.

Its recognition rate on text of arbitrary characteientation and line direction is now
comparable with that possible on horizontal texthwiormal character orientation. Moreover,
its recognition speed and memory requirement dolinot the platforms or applications that
employ the recognition system. This is a commomrassh with the company iLabo, and as
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product for customer.

There remain several works to improve the perfocealiVe need to try other methods to
get a more robust classification result, such aswGtional Neural Network (CNN)
architecture, which are able to effectively utilihe contextual information.

In chapter 1, we briefly describe the backgroundi thie objective of this study. Thenwe
introduce the organization of this thesis.

In chapter 2, we mainly give a survey on the stdtthe-art methods for on-line
handwritten text recognition, and the orientatijeefhandwritten text recognition.

In chapter 3, we briefly describe the charactepgeition system combining on-line and
off-line character recognizers, for each candidhtracter pattern in the candidate lattice.

In chapter 4, we describe the recognition methauts character-orientation-free and
line-direction-free on-line handwritten Japanes# tecognition.

In chapter 5, we describe the linguistic contextl ayjeometric context for the path
evaluation criterion to improve the text recogmit@ccuracy.

In chapter 6, we describe the experiments. We caeripa results of the proposed methods
with the Onuma et al. system [11], and give sonayaes of recognition performance.

In chapter 7, we conclude this research and giverakdirections for the future work.
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1. Introduction
1.1 Background

Due to the wide spread of tablets, electronic viduggds, and digital pens as well as the
expansion of touch-based smart phones, users cenmaore freely as on a piece of paper and
input handwriting into computers. Such freely hantten text brings new challenges to remove
writing constraint from on-line handwriting recotan. Asian people whose languages are
Chinese origin often write text horizontally, vegily or even slantingly in a mixed way.
Moreover, users may draw figures and write texh@lslanted lines in figures. Separation of
text and non-text is treated in other papers [l1arf] this paper focuses on the recognition of
text of arbitrary line direction and character otaion.

Most of the previous publications and systems fodlime handwritten text recognition
assume either horizontal or vertical lines of ], while we are trying to erase all writing
constraint from on-line text input. We proposed adel to recognize mixtures of horizontal,
vertical and slanting lines of text with arbitratiiaracter orientation [10] and implemented a
system [11]. Then, we improved segmentation by SiéMarbitrary line direction but normal
character orientation [12]. We call it the segmtotaupdated system. Unfortunately, its
performance was inadequate for real use. Jin giraposed a line-direction free method for
on-line unconstrained cursive handwritten Chinesgdwecognition while assuming normal
character orientation [13]. It was designed forrst@ndwritten text line recognition and the
gravity center information of characters was useddetect the line direction. For both
line-direction-free and character-orientation-freeognition, however, the gravity centers are
not adequate to detect the both.

Unlike isolated character recognition, handwritséng recognition faces the difficulty of
character segmentation because characters cannoelibbly segmented before they are
recognized. Moreover, characters tend to be writtere cursively. On top of the segmentation
problem, handwritten text recognition of arbitrdine direction and character orientation must
assure high recognition rate for any line direcémd character orientation, and it must perform
smoothly even where line direction and charactemtation change. Moreover, its recognition
speed must be quick enough on a usual platformitarmdemory requirement must be not too
large compared from recognizers of horizontallydvaritten text.

This paper we present an updated system for orhhnelwritten Japanese text of arbitrary
line direction and character orientation. We follthe over-segmentation-based approach due to
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its advantages against the segmentation-free agproas discussed in [14]. The
over-segmentation approach is to segment wherdvaracters must be segmented but may
segment individual characters, which can be mevgezh they are recognized.

1.2 Objective

The research objective is to develop a handwritiegognizer based on the existing
system [10, 11], which can recognize line directifitee and character orientation free
handwritten Japanese text.

The Japanese is a large character set languageh witludes thousands of ideographic
characters of Kanji, two sets of phonetic characfiliragana and Katakana), alphanumeric, and
symbols. Most Kanji character patterns are compadedultiple sub patterns called radicals,
which are shared among many Kaniji character pattern

Due to the text lines are free from line directaord character orientation, the unstable line
direction and character orientation it is a chajlag research work to segment text line
correctly and segment characters correctly foryeliee direction before recognition as human
for machine. To solve the problem, we attempt to:

® Text line segmentation

Segment text lines compose of horizontal, vertmatl slanted lines of text with
arbitrary character orientation into text line etats.

® Over-segmentation

Decide segmentation points and non-segmentatiamspn quantized 4 directions
using the two-stage classification scheme.

® FEvaluate the likelihood of candidate segmentatiath®
® Train and decide the weight of each factor autorali§i by a genetic algorithm.

® Optimal path can be found by the Viterbi search.

11



2. State Of The Art

In this chapter, we mainly review the state-of-#merecognition methods for on-line
handwritten text recognition, and on-line handwgti line direction free and character
orientation free text recognition

2.1 On-line Handwritten Text Recognition

With the development of pen-based or touch-baseitel® such as tablet PCs, digital pens
and electric whiteboards and so on, the writingafthese devices becomes larger than before.
People tend to write text continuously with littenstraints. The demand for improving the
handwriting text recognition is still increasing teet potential many applications. On-line
handwritten text recognition has been receivingdarattention, especially for unconstrained
text recognition.

In general, handwritten text pattern recognitionthods divided into on-line recognition
and off-line recognition [15]. On-line recognitiaecognizes text patterns captured from a
pen-based or touch-based input device where assefitrajectories of pen-tip or finger-tip
movements are recorded, while off-line recognitienognizes text patterns captured from a
scanner or a camera device as two dimensional snddee to the on-line handwritten text
pattern includes both temporal information of pignetr finger-tip movements and spatial shape
information, the on-line handwriting recognitionncgield higher recognition accuracy than
off-line recognition. Moreover, on-line handwritingcognition provides friendly interaction
and adaptation capability for users, such as tbegmtion result is showed and updated at the
same time while writing, user can respond to tltegaition result to correct misrecognition.

The research on on-line handwriting recognitionrtsth in the 1960s and has been
receiving intensive interest from the 1980s. Tappéral. [16] made a comprehensive survey
before the 1990s. Nakagawa gave a survey focusash-dine handwritten Japanese characters
recognition [17]. Since the 1990s, the researchrisffhave been aiming at the relaxation of
constraints to ensure successful recognition, sschriting in boxes and the compliance with
standard shapes. In recent survey papers, Plamaeidain[15] mainly reviewed the advances
of western handwriting recognition. Liu et al. [I8iewed the advances in on-line Chinese and
Japanese handwriting recognition from the 1990&R®G Zhu et al. [19] reviewed the on-line
handwriting Japanese character recognition arprétstical applications.

The handwritten Japanese/Chinese text recognisomadre challenging than western
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language due to the large character set. Japahesacter set consists of various characters:
symbols, numerals, hiragana and katakana (call@@)Xand Kanji characters of Chinese origin.
Hiragana and katakana are phonetic characters.i Khajacters are ideographic characters,
which have divided into two classes: JIS (Japamedestrial Standard) first level set and JIS
second level. The JIS first level set contains 2¢@mon use characters, which are necessary
for reading the newspaper, and the JIS second s&taiontains 3,390 characters less common
and special characters for naming.

Chinese characters sets consist of traditional €g@ircharacters mainly used in Taiwan,
and simplified Chinese characters used in the mathlof China. The simplified Chinese
characters includes two character sets, one cenfirb5 characters and the other contains
6,763 characters, where the first set is a subkdé¢heo second one, were announced as the
National Standard GB2312-80. The traditional Chénset includes 5,401 characters. In both
simplified and traditional Chinese, about 5,000rabters are frequently used [18].

Moreover, most Kanji/Chinese character patternscaraposed of multiple sub patterns,
called radicals, which are shared among many Kelmgiracter patterns. In Kaniji character
patterns, some are simple consisting of a singleal while others are complex with multiple
radicals.

In addition, the various writing styles also obstrinandwritten text recognition. The
handwritten scripts are generally classified irficeé typical styles: regular style, fluent style
and cursive style. The regular style is also refito as block style or hand-printed style, which
is written carefully with keeping fairly strict pper stroke number and order. The fluent style is
often called “cursive” style, which is close to p&ss’ practical writing and is written faster
with fewer strokes, and some characters are comthéatiether. The current recognition systems
can recognize regular script with high accuracyemhs the recognition of fluent or cursive
style still remains unsolved and requires morenisitee research efforts. The fluent or cursive
script is the target of most recognition systentsictv features greater variability of stroke-order
and stroke-number within character and occurs #atiy in practical writing.

Therefore, it is impossible to segment charactearambiguously in handwritten text
recognition. Many works have focused on resolvimg segmentation problem. These proposed
methods can be roughly classified into the follayvitategories: segmentation-based method,
and integrated segmentation and recognition method.

2.1.1 Segmentation-based method

The segmentation-based method attempts to segmiestacters before character
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recognition solely according to geometric layouwdtéges, such as character size, position, and
inter-relationship.

Tseng et al. [20] proposed a segmentation metheddoan merging strokes and dynamic
programming for the off-line handwritten Chineseuctters recognition. It firstly extracts the
strokes of the off-line characters to build thelsér bounding boxes. Then, the stroke bounding
boxes are heuristically merged as a candidate ctesrar a part of candidate character pattern
using knowledge-based merging operations. Fintlly best segmentation boundaries are found
by dynamic programming method. This method, howevsr feasible only for neatly
handwritten text. The segmentation performance Ipaielies on the extracting stroke
algorithm from characters.

Lu et al. [21] proposed a method to segment hantbmriChinese destination addresses of
mail pieces. It merges subassemblies of Chinesectess based on the structural features of
Chinese characters and the topological relations sobassemblies, namely, left-right,
upper-lower and inside-outside relations. This pateicture-based segmentation method,
however, is only suitable for handwritten text pats without connected characters.

Zhao et al. [22] presented a two-stage approactsemgment unconstrained off-line
handwritten Chinese characters. In the first segatiem stage, according to the vertical
projection and background skeleton, a horizontaldiaitten Chinese character text is coarsely
segmented into several blocks, and the blocks ohected characters are identified. The
candidate segmentation points are found. In thergbstage, connected characters are separated
using geometric features of strokes, then the $egmentation paths are extracted using fuzzy
decision rules, which classify the candidate sedatiem points. This segmentation method can
resolve parts of connected characters. The segtimni@ccuracy of characters, however, is
81.6% on 1,000 unconstrained handwritten Chineseacker texts. Wei et al. [23] proposed a
new approach for connected Chinese charactersgewherbest segmentation path can be found
by genetic algorithm.

Liang et al. [24] proposed a met a synthetic mettmdsegment off-line handwritten
Chinese character texts. For non-touching chagcitefirstly applies the Viterbi algorithm to
obtain the candidate segmentation paths, then angignprogramming algorithm is applied to
merge components. For touching characters, itlffirsktracts candidate segmentation paths
according to background and foreground informateamd extracts peripheral features for each
candidate segmentation path. Then the best seghoentpath is found by the mixture
probabilistic density function whose parametersadrt@ined by the EM algorithm.

Furukawa et al. [25] proposed a segmentation méftrooinline unconstrained handwritten
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Japanese texts using off-stroke (between stroleegiifes. In this method, the handwritten text
is pre-segmented into basic segments, and a seg@ngraph is constructed, where a node
stands for a candidate segmentation point, an etigeds for a candidate character pattern,
which is created by merging one or more basic satgndhen, it extracts the features of each
candidate character pattern, which include temparal geometric features, and proposed
off-stroke features within candidate charactergrat and between candidate character patterns.
Based on the assumption that each feature distiibfits a normal distribution, the candidate
segmentation pattern likelihood can be calculateminfthese extracted features using a
probabilistic model. Finally, an optimal segmeratpath on the segmentation graph is found
by dynamic programming (DP).The character segmientatites, however, is 75.6% of all
characters.

2.1.2 Integrated segmentation and recognition method

Handwritten Japanese/Chinese text recognition aflertging problem due to the fact that
spaces between characters are not obvious, and Kearjy characters comprise radicals with
internal gaps, as well as character touching. Withoharacter recognition cues and linguistic
context, characters in handwritten text pattermsioabe segmented unambiguously. A feasible
solution to overcome the ambiguity of character nsggtation is called the integrated
segmentation and recognition method. Liu et al.] [@8aluated several common pattern
classifiers based on this integrated segmentatimhracognition framework, which includes
neural classifiers, discriminative density modelsg support vector classifiers, on handwritten
numeral texts recognition. They demonstrate thpesar text recognition performance can be
achieved with appropriately designed classifiemnewith simple pre-segmentation and without
using geometric context in post-processing.

The integrated segmentation and recognition methadassified into segmentation-free
and over-segmentation-based methods [27], [28]. flwee methods are also called implicit
segmentation and explicit segmentation methodpertiwvely. Segmentation-free methods will
be introduced in the next section.

Over-segmentation-based methods [8], [10], [290],[331], [32], [33], [34], attempt to
split character patterns at their true boundaried alassify the split character patterns.
Character patterns may also be split within thent, they are merged later. This is called
over-segmentation. The over-segmentation-basedashéshmainly accomplished in two steps:
over-segmentation and path search. The handwtibtdrpattern is firstly over-segmented into
primitive segments, and each segment composegt siharacter or part of a character. The
primitive segments are combined to generate cateliddaracter patterns, and then a

15



segmentation lattice is constructed as shown inrgig@-1, where a node stands for a candidate
segmentation point and an edge stands for a cdedittzaracter pattern. Each candidate
character pattern can obtain several similar charatasses with the corresponding class scores
by character recognition, and then segmentatioogrdtion candidate lattice is constructed,
where each path in the lattice corresponds to segtien-recognition paths (hypothesis),
which is evaluated by combining the character raita, linguistic context and geometric
context. Finally, the optimal recognition resulittés found by searching for the optimal
segmentation-recognition path with maximum scormimimum cost.

UP SP SP UP SP UP

/
-

Y ) -

+ 2
5+ £ e £
T EH £
&7 i
5 i
i | | 72
Figure2- 1 SegmentatioFigure2-1 Segmentation latéc (SP is segmentation point and UP is undecidedipb)

(1) Path evaluation

The key issue in over-segmentation-based text rétiog is how to evaluate of candidate
segmentation-recognition paths (segmentation hgset) in the candidate lattice. A desirable
criterion should make the path of correct segmamtatave the maximum score. Probabilistic
model based on the maximum a posteriori (MAP) ddte[35] is one of the frequently used

methods for segmentation hypothesis evaluatior{38], [37].

An early text class probability model can be foumd38].Assume that a handwritten text
patternX is segmented into a sequence of segm&ntss.s;, -, s.(note that there are many
segmentation candidates even with the same tegthenwheres: stands for a candidate
character pattern, and is assigned to a text ¢lass ¢, ---¢,, where characteris assigned to
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s.by a character recognition. The a posteriori prditglof the text class is defined as:

Pmm=§}mﬂm (2-1)
S

The segmentation candidate is constrained to heveame length o, that is|S]=|{]=7.
The candidate character patterns are representtdtelfgature vector¥=x.x, -+, x.. To avoid
summing over multiple segmentation candidates in [¢l), the optimal text class can be
decided by

C* = arg max, maxg P(C, S|X)

This is to find for the optimal segmentation cardédS for each text class. Using the
Bayesian lawpP (C, S|X) is decomposed into

P(XIC,S)P(C,S) _ P(XIC,S)P(S|c)P(C)

P(C,S|X) = P P00 (2-3)
Assuming context independence of character shépss) be approximated as:
1 P(xilci, s)P(siler)
XilCi, Si S;|Ci
P(CSIX0) = P(O) | | et
L P(x;)
i=1
- P(cisilxi)
=PO = (2-4)

_ n  pcilsipx)P(silxi)
=P(C) [Ty, P00 i

whereP(s:|x:;) stands for the probability of geometric contexg fhiori probability of text class
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P(C) stands for the linguistic context. It is often appmated by a bigram language model for
an open vocabulary:

PO = P@en | [Pealei 2-5)
i=2

Assume that the character recognition is not rdlateo the geometric contex®(ci|s,x.)
can be replaced b¥(ci|x;). Ignoring the geometric contex®, (si;|x;) can be viewed as a
constant, and the text class probability in Eg4)Y2s approximately

P(cilx;)
P(c;)

P(C,S|X) ~ P(C) 1_[ (2-6)
i=1

where P(ci|xi) stands for the posterior probability of the caladé character pattern being
recognized ag.. In literature [38],P (c|x;) is approximated by the output of a multi-player
percept on (MLP) classifier.

In handwritten Japanese text recognition, Nakagawal. [10] proposed a text class
probability model incorporating the geometry ofeimtharacter gap. The candidate pattern
sequence is denoted B¥s1g15292,*,Sngn, Wheresi represents the geometric features ofittie
character pattern, which includes the width andjfiteof bounding box, arnd represents the
geometric features between adjacent two charaetiterps. In the Eq. (2-3R(X) is omitted
because it is independent of text cld&g) is estimated by a bigram model. HenBe&(,S|X) is
approximated by

P(C,S|X) = P(X|C,S)P(S|C)P(C)

n n n
~| [Pested x| [Pesiten Pgilescin) x | [ Pecitein (2-7)
i=1 i=1 i=1

whereP(x.|c) is the likelihood of patterm: with respect to class:, which is estimated by a
character classifier.P(s:|c) and P(gicc.) can be seen as character likeliness and
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between-character compatibility, respectively. Bjneby taking log of the both sides in Eg.
(2-7), the all score of a path is the summatiorprfduct of probabilistic likelihood in the
right-hand side. The literature [31], [39], [4031]] have used the similar evaluation criterion.

If the character classifier is trained to be resisto non-characters, namely, all defined
classes are assigned low confidence values on mamacter patterns. Without geometric

context score, it can still give high text recogmitaccuracy [18]. The text pattern is classified
to

C* = argmax.P(C)P(X|C) = argmax.P(C)P(X|C) nP(xdci) (2-8)
i=1

By assumindP(C) is equal, the classification criterion is furttsamplified to

n
C* = argmax.P(X|C) = argmax, nP(xdci) (2-9)
i=1

A text pattern can be segmented into variable lengif character pattern sequences.
However, since the likelihood measure is usuallglfen than one, the summation criterion is
often biased to paths with fewer characters, nasiedyt path. This will raise the segmentation
error of merging multiple characters into one cdatk pattern. To overcome this bias, Tulyakov
et al. [42] proposed a normalized text probab#itpre as follows:

1/n

C* = argmax, (1_[ P(xl-|ci)) (2-10)
i=1

The normalized criterion, obtained by dividing gi@mmation criterion by the number of
segmented characters (segmentation length), termeet-split characters.

To solve the problems, Zhu et al. [8] proposed lausb context integration model for
on-line handwritten Japanese text recognition. &yeling primitive segments, the proposed
path evaluation criterion can not only integrate ¢haracter shape information into recognition
by introducing some adjustable parameters, butial&msensitive to the number of segmented
character patterns because the summation is ogeprihitive segments. The path evaluation
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criterion is expressed as follows:

n 6
fX,0) = {Z [An1 + An2(k; — 1)]logPy + A7410gP(g;:|SP)
i=1 h=1
Jitki-1 (2-11)
+ Ay, 2 log P(g,INSP)} + mA
j=ji+1

where P,, P., P; ,P.,Ps, and P, stands for the probabilities of trigram®(g:|c—.c-.)), character
pattern sizes R(b|c)), inner gaps K(qic)), single-character positionsP(p} |c)),
pair-character position® (p?|c..c.)) and character recognitio® (x|c.)), respectivelykiis the
number of primitive segments contained in the cdaw#i character pattem An, A, (h=1~7)
andA are the weighting parametetsis the between-segment gap feature vector. If djgcant
two segments is within a true character, the l&bBISP (hon-segmentation point), otherwise is
SP (segmentation point). Due to the character rgtiog is estimated by the combination score
of on-line and off-line isolated character recogniz Zhu et al. [43] divided the character
recognition into two part® (x.,|c) andP (xf,ff|ci), wherexion denotes the on-line features of
X, xf,ff denotes the off-line features of P (x},|c) andP (xi,|c) are estimated by the score
of the on-line recognizer and off-line recognizespectively. Then the path evaluation criterion
in Eq. (2-11) is changed as follows:

n 7
F(,0) = D () D + Analli = DllogPy + Ae1logP(g1|5P)
i=1 h=1
Jitki-1 (2-12)
+ g 2 log P(g;INSP)} + mA
j=ji+1

Under this same path evaluation criterion, Gad.dd4], [45] reduced the text recognizer
size for hand-held devices by compressing each ooem in this text recognition system. It
compresses MQDF2 based off-line character recogbizédinear discriminant analysis (LDA),
vector quantization and data type transformatiowl, selects an elastic matching based on-line
recognizer. This recognition method has been sstdgsapplied in smart phones and tablets.
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In handwritten Chinese text recognition, to overedime problem of sensitivity of the path
length, Wang et al. [46] used the similar path estbn criterion for real-time recognition of
on-line handwritten sentences. The path evaluasiche combination of multiple contexts as
follows:

n
FX,C) = ) {IilogP(cilx) + A1logP(cilei-1) + 2710gP(cilgi)
i=1

i 2-13
+ 25 log (2] = 1]g") + AulogP((ci-1, 1] g°) #1)

+ A5 logP(zgg = 1|gf’i)}

where P(c|x;) is given by the character classifig?(c|c-.) is a bigram language model,
P(c| gi) and P(z/ =1| g ) stand for the unary class-dependenic)(and unary
class-independenti{) geometric score, respectiveB(c..,c|g’¢) and P(zg":1|gf’i) stand for
binary class-dependenbd) and binary class-independent geometric scbig (espectively.
Compared to literature [33], they added unary amdarly class-independent geometric
information to evaluate the path.

Wang et al. [32] also used the similar path evadmatcriterion [46] for off-line
unconstrained handwritten Chinese text recognitiéaths are evaluated from the Bayesian
decision view by combing character recognition espclass-dependent and class-independent
geometric contexts, and linguistic context. Theoggution performance on the HIW-MW test
set [47] achieved the character-level accurate obt#1.86% and correct rate of 92.72%using
word class bigram.

Li et al. [34] proposed a new probabilistic modet dff-line unconstrained handwritten
text recognition to evaluate possible segmentatigpotheses. The path evaluation criterion as
shown in Eg. (2-13)can be implemented in a simpdy what follows Bayesian rules using just
two classifiers, one is MQDF based isolated charagtcognizer, which has been trained by a
linear discriminant analysis (LDA) —based negativaining strategy using non-character
patterns, the other is a the character verifiechteck whether a candidate character pattern is
true character or not, which can be transformepasterior probability of a five-class MQDF
classifier, including Chinese class, digit classjngiuation class and two classes of
non-characters. The proposed method achieved tiraatir-level recognition rates of 80.15%
with a bigram language model on HIT-MW test set.
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Zhou et al. [9] proposed a new method for on-lirmdwritten Chinese/Japanese text
recognition by defining the high-order semi-Markoanditional random fields (CRF) on the
candidate lattice to directly estimate the postepiobability of segmentation-recognition paths.
In this semi-CRF model, it fuses the scores of attar recognition, geometric and linguistic
contexts in a principled MAP framework. This methioals yielded superior text recognition
performance compared to the state-of-the-art mettood the test sets of CASIA-OLHWDB
(Chinese) [48], TUAT Kondate (Japanese) and ICDAR12Chinese handwriting recognition
competition.

The weighting parameters in the path evaluatiotercoin were sometimes determined by
trial and error to yield higher text recognitionripemance. In recent years, some works have
applied the supervised text-level learning approtclestimate the weighting parameters by
minimizing the text recognition error. Zhu et &8] [optimized the weighting parameters for
on-line handwritten Japanese text recognition uspametic algorithm (GA). They also
compared with the minimum classification error (MGCffiterion [49] optimized by stochastic
gradient decent [50], and showed that GA-basednopdition method yields better text
recognition performance than MCE. Wang et al. [dgiimized the combing weights by MCE
learning for on-line handwritten Chinese text radtign. The parameters in MCE learning are
learned by stochastic gradient decent. Zhou ef3#&l] proposed learning the weights by
minimizing the negative log-likelihood (NLL) lossider the framework of CRF, and compared
its performance with MCE criterion. Zhou et al. fApdified NLL loss by adding a margin term
to improve the generalization performance of patamearning in semi-CRF.

(2) Path search

The search of optimal path for handwritten Japa@#seese text recognition is not trivial
due to the large number of candidate segmentaicognition paths in the candidate lattice.
Moreover, the search is complicated when using Wewdl language models because the word
segmentation is again a combinatorial problem [38. exhaustive search strategy that
computes the scores of all segmentation-recognfigtths and then selects the optimal one is
computationally expensive.

Heuristic search algorithms that evaluate only digo of segmentation-recognition paths
have been commonly used in handwritten text redimgni The speech recognition field has
contributed many efficient search algorithms basedlynamic programming (DP) and beam
search [51].

If the segmentation-recognition path is scored sy accumulated cost form, the optimal
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path can be easily found by dynamic programmingrétlym [8], [10], [39], [40], [41]. Under
the normalized criterion, however, DP algorithm slo®t guarantee finding the optimal path.
Beam search strategy has been employed. Amongattialgpaths ending at an intermediate
node in the candidate lattice, beam search retainiple partial paths with high scores for
extension, the retained partial paths are alseddleam width. All the retained partial paths of
the parent nodes are extended to each child, wdereral high-score partial paths are again
retained. At the terminal node, the path of higlsestre in the retained paths is as the optimal
path. Liu et al. [26] used the beam search to tiredoptimal result for handwritten numeral text
recognition.

On the other hand, according to the order of naateeration in the heuristic research, the
search algorithms can be divided into charactectssonous and frame-synchronous search [27].
The frame-synchronous is also called time-synchuensearch. Liu et al. [52] proposed
lexicon-driven text recognition approach for Japsnemail address reading using
character-synchronous beam search strategy. Thedikss phrases are stored in a tri structure
lexicon. Due to the beam search is used to explritieanodes of same depth in the search
space synchronously and proceeds by depth untiktiee no open node to expand, the
character-synchronous beam search is appropriatexicon-driven text recognition. Zhu et al.
[53] proposed lexicon-driven approach for on-linantdwritten Japanese disease names
recognition using frame-synchronous beam searchedtricts the character categories of
recognizing each candidate character pattern frben tti lexicon of disease names and
preceding paths during path search, as well atetigth of disease names. The beam search is
used to expand all the nodes of same segment setreh space.

2.2 On-line Orientation Free Handwriting Text Recognition

Onuma et al. [11] proposed an on-line handwritigpadese text recognition system that is
liberated not only from writing boxes or rules knbut also from constraints on line direction
and character orientation. This system first seéparfieely written text into text line elements,
second estimates the line direction and characientation, third hypothetically segment it into
characters, fourth apply character recognition farally select the most plausible interpretation
by evaluating the likelihood, the method is workifog a mixture of vertical, horizontal and
skewed lines with arbitrary character orientatidBist the recognition rate is not enough for the
real use.

Jin et al. [13] proposed a method for on-line urstined cursive handwritten Chinese
word recognition. By a novel gravity center balagcimethod, the orientation ranging frof 0
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to 360 of handwritten words can be detected. After strekieaction and breaking the strokes
which may belong to two characters, over-segmemtasi performed by a heuristic merging of
strokes. By searching the paths generated fronotkesegmentation result, considering both
recognition and lexicon information, the handwritiword with characters even connected or
partially overlapped can be recognized.

Jin et al. [13] proposed a line-direction free noetHfor on-line unconstrained cursive
handwritten Chinese word recognition while assunmingnal character orientation [13]. It was
designed for short handwritten text line recognitiand the gravity center information of
characters was used to detect the line directioor Both line-direction-free and
character-orientation free recognition, howevee travity centers are not good enough to
detect the both.

Chiang et al. [54] present a general text recogmitechnique to handle non-homogeneous
text by exploiting dynamic character grouping c¢itebased on the character sizes and
maximum desired string curvature. This technique loa easily integrated with classic OCR
approaches to recognize non-homogeneous text.rlaxperiments, we compared our approach
to a commercial OCR product using a variety ofaastaps that contain multi-oriented, curved
and straight text labels of multi-sized charactdiseir evaluation showed that their approach
produced accurate text recognition results andesfdpmed the commercial product at both the
word and character level accuracy. Text recognitfodifficult from documents that contain
multi-oriented, curved text lines of various chaeacsizes. This is because layout analysis
techniques, which most optical character recogmi{fl@CR) approaches rely on, do not work
well on unstructured documents with non-homogendexs Previous work on recognizing
non-homogeneous text typically handles specifiesasuch as horizontal and/or straight text
lines and single-sized characters.
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3. Architecture of Japanese Text Recognizer
3.1 On-line Character Recognition

In this chapter, we describe the on-line charaeteognition, composed of pre-processing,
feature points extraction and two types of on-lieeognizer LTM and MRF. To guide the
selection of on-line recognizer in compression ahdwritten text recognizer, we further
evaluate both on-line recognizer in recognitior ratemory cost and time cost.

3.1.1 Introduction

The study of on-line character recognition startedhe 1960s and has been receiving
intensive concerns from the 1980s. Early worksrefine Japanese character recognition have
been reviewed in [17] [18]. The newest survey dbsdrin [55]. The comprehensive survey of
applying handwritten character recognition to P dablet begun before 1990 [56].

On-line character recognition mainly focus recogmjzpen-based and touch-based input
handwritten character patterns, often with writbax limitation for character pattern input. The
on-line pattern is sequence of coordinates of genvhich sample the coordinates along the
path from pen-down to pen-up.

The on-line handwriting recognition has a numbedistinguishing features, which can be
exploited to get more accurate results:

1. It is a real time process. It captures the taapand dynamic information of the pen
trajectory. This information consists of the numbaed order of pen-strokes, the direction of the
writing for each pen-stroke and the speed of thigngrwithin each pen stroke.

2. Very little pre-processing is required. The @pens, such as smoothing, de-slanting,
de-skewing, detection of line orientations, corn&ygp and cusps are easier and faster with the
pen trajectory data than on pixel images.

Since the each coordinate point of character petter extracted in real-time, it includes
not only the location information and time costezch stroke but also the order of stokes.
Although more information of character pattern stbin on-line pattern, the off-line character
recognition obtain the better recognition results the character recognition literature.
Nevertheless, now, Liu etc. have proposed novehatedf directly extracting off-line feature
vector from an on-line pattern, which ensure tHdiné recognition method can be employed to
enhance the on-line character recognition, togetlfithron-line character recognizer. Therefore,
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in this paper, we use on-line and off-line combimb@racter to character recognition for text
recognition. The off-line recognition methods vdéiscribed in Chapters 3.

3.1.2 Linear normalization

Linear normalization is considered to be the maspdrtant pre-processing factor for
on-line character recognition. In fact, linear natization is linearly mapped the character
pattern onto a standard plane by interpolation xtrapolation. The size and position of
character is controlled such that normalized plamex and y dimension is filled. The
implementation of interpolation/extrapolation iflirential to the recognition performance [56,
57]. After linear mapping, the character patterndsdeformed except the aspect ratio changes.

For ease of feature extraction and classificatibns better to fill both dimensions of
normalized pattern (standard pattern). Howevetthia case, the deformation is enlarged. In
aspect ratio adaptive normalization (ARAN), howetke dimensions of the standard plane are
not necessarily filled [58]. Depending on the aspatio, the normalized image is centered in
the plane with one dimension filled. Assume thed#ad plane is square and the side length is
denoted by L. Denote the width and height of thematized character image as,\dahd H, the
aspect ratio is defined by

RZ — {Wz/Hz, lf W2 < H2 (3_1)

H,/W,, otherwise

The normalized pattern is filled one dimension bgxn@\,, Hy) = L. That is, to keep the
aspect ratio unchanged, the normalized image do¢snecessarily fill both dimensions.
According direction of mapping, the linear normatien can be divided into the forward
mapping and backward mapping. Table 3-1 lists tlwerdinates mapping of linear
normalization.a and 8 are computed by Eq. (3-2).

Table3- 1 Mapping of linear normalization.
Method Forward mapping Backward mapping
x =ax x=x/a
Linear - ;
y =By y =vy/B
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a=W,/W, )
U= 1, (3-2)

3.1.3 Feature points extraction

To reduce the computation complexity and discaqeaged sampled coordinates, for
on-line character recognition, using the featurimtsato express the on-line pattern rather than
original coordinate sequence of the pattern is gdoeffective and efficient. Before feature
extraction, the input pattern is normalized to 12828 pixels by linear normalization described
as section 3.1.2. For each stroke, first, the stagt end points are picked up as feature points;
then, the point farthest from the straight lineotlgh adjacent feature points is selected as a
feature point while the distance is greater thahrashold. This process continues recursively
until no more feature points are selected [59]. plueess of feature extraction is shown by Fig.
3-1.

Start and end point are regarded as FPs

The point whose distance to the

)

Diraw a line between the two FPs

line is biggest and smaller than a
threshold is regarded as FP

i
-+

Process is the same as the last step

Qf/ -

Figure3- 1 Process of feature points extraction

v
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3.1.4 MRF for character recognition

MRFs can effectively integrate the information beén neighboring pen-points such as
binary features and triple features [60] and thayehbeen successfully applied to Off-line
handwritten character recognition [61] and on-lgteke classification [62]. However, MRFs
have not been applied to on-line handwritten charaecognition; current on-line handwritten
character recognition tends to use HMM-based mo@we that HMMs can be viewed as a
specific case of MRFs).

Cho et al. [63] propose a Bayesian network (BNeHdasamework for on-line handwriting
recognition. BNs share similarities with MRFs. Bli® directional acyclic graphs and model
the relationships between the neighboring pen paist conditional probability distributions,
while MRFs are undirected graphs and model thetioalships between the neighboring
pen-points as probability distributions of binary tiple features. Introducing weighting
parameters to MRFs and optimizing them based onsdB# or MCE [65] may bring even
higher recognition accuracy; CRF has been sucdbssipplied to on-line string and off-line
word recognition [66, 67].

(1) Overall process of character recognition by MRF

The process of using MRF to on-line character raitimgy is described as follows. The
input pattern is linearly normalized to standargeswith aspect ratio unchanged. Then, we
extract feature points by the algorithm proposedRbynmer, described in Section 3.3. Using the
extracted feature points to express the structiiasm input pattern is effective and efficient than
using all pen-tip coordinate points sampled aldrmg gen moving trace. Since in such case, it
can not only improve the accuracy but also lowtthe cost of recognition [68] [69]. At last,
we employ MRF model to match the feature pointspéit unknown character pattern with the
states of each character class and obtain a siyitzatween input character pattern and each
character class. Finally, we consider the charackess with the largest similarity as the
recognition result.

(2) MRF for character recognition

We note feature points from an input pattern asssit= {s;,s,,---,s;} and states of a
character class C as labkels {ll, lz,m,l]}. The mapping form S to L during character
recognition notes a§ = {s; = l;,s, =l; -+, s, = [} called as a configuration.

The feature vector extracted from feature pointamfinput pattern is considered as the
observation se®. According to Bayesian theorem, the recognizedasttar class is given by

28



Eq. (3-3).

c* = argméaxP(C|0) = argméaxP(C)P(0|C) (3-3)
Since exist more than one configurationf¥0|C) can be further given by Eqg. (3-4).

P(0IC) = ) P(0,FIC) (3-4)
all F

Making the matching under all Fs is intractable,vam just consider the best figuration
obtained by Viterbi algorithm. That is

P(0|C) = P(0, Fyest|C) = P(F|C)P(O|Fpest, C) (3-5)

The Hammersley-Clifford theorem establishes theivedgnce between the Markov
random fields [28].

P(F|C) = %exp(—E(FIC)) (3-6)

where E(F|C) = ¥, V5 (F|C) is called the prior energy function aitf}(F|C) is called prior
cligue potential function defined on the correspogdl. Z = Y rexp(—E(F|C)) is the
normalization factor called partition function.

Taking P(0, F|C) into consideration, we can obtain the global likebd energy function
given by Eq. (3-7)E (0|Fpest, C) is computed by Eq. (3-8) whefiél (0|F,C) is called the
likelihood clique potential function.

P(FIC)P(O1Fest, €) = %exp(—E(FlC) ~ E(OlFpest, ©)) (3-7)

E(OIF,€) = ) VA (OIF,C) (3-8)
cl
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For simplicity, we consider only single-site cliguel, = {s;} and pair-site cliques
cly = {s;,s;} to construct linear chain MRF. From above two ¢igna, we can obtain Eq.
(3-9), wherel,, is the label of a clas€ assigned tg. O,, is the unary feature vector
composed ofx and y coordinates of sit.el-,Osisj is the binary feature vector composed of

differences ok and y between sites; and s;, extracted from the combination of and s;.

EFIC) + E(OlFyests ©) = ) |VA(OIF,C) + Z A

SN A c) +VE (1))

si€cly (3-9)

+ Z clz s iSj

{sisjlecly

L1, €) + V&, (1, 10)]

To derive the likelihood clique potentials from thegative logarithm of the conditional
probabilities, we get the Eq. (3-10) from Eq. (3-9)

cll(osl|ls 'C) - —lOgP(O |lsl C) (3'10)

|isi4.€) (3-11)

Vclz ( SiSj lsll]' C) = —IOgP(

Moreover, since a label just interacts with onlg tieighboring labels, the state transition
probability can be employed to evaluate the prioergy function instead of the prior clique

potential.

1
EFIC) = ) ~log(lss,_,.€) (3-12)

i=1

Therefore, the energy function is as follows:
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E(O,F|C) = E(F|C) + E(O|Fpest, C)
I

_ Z [~10gP (05|15, €) — togP (0ss,

=1

(3-13)

L,1;,€) = logP(ls|is,_,. C)|

P(0s|l5,C) and P(OSL.S}.

lsilj,C) are evaluated by Gaussian functio®{l|ls,_,,C) is

calculated as follows.

Number of transitions from [, _ to [
P(lsillsi—UC) = :

Number of sites assigned lsi_1 (3-14)

Number of s; to [, (3-15)

P(lsl|lSo'C) - Number of s;

To train the MRF of each character class, we finitialize the feature points of an
arbitrary character pattern among the trainingepast of the character class as states of the
MRF, set each unary feature vector of each fegiaiet as the mean of the Gaussian function
for each single-state, and set each binary featector between two adjacent feature points as
the mean of the Gaussian function for each paiest@nd initialize the variances of those
Gaussian functions and the state transition prdibabi with 1. Then we use the Viterbi
algorithm or the Baum-Welch algorithm to train tharameters of the MRF (the means and
variances of Gaussian functions and the stateiti@mgprobabilities). We repeat the training
until the optimal parameters are obtained.

3.2 Off-line Character Recognition

3.2.1 Introduction

Off-line character recognition is known as Opti€laracter Recognition (OCR), because
the image of handwriting pattern is converted ibibmap pattern by an optically digitizing
device such as optical scanner or camera. The mémmyis done on this bit map pattern data
for machine-printed or hand-written text. The reskaand development is well progressed for
the recognition of the machine-printed documemsrdcent years, the focus of attention is
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shifted towards the recognition of hand-writterifstcr

The major advantage of the off-line recognizer®isllow applying the electronic image
process technology, including non-linear normalratand off-line feature. In recent years,
nonlinear normalization (NLN) based on line densitjalization, moment normalization (MN),
bi-moment normalization (BMN), modified centroidtbalary alignment (MCBA), and their
pseudo-two-dimensional (pseudo 2D) extensions laihioed good accuracy in handwritten
character recognition. Moreover, as to off-linetdee, the directional density feature and
gradient feature extracted from character pattésn ahow more robust than feature points
extracted directly from on-line pattern.

3.2.2 Non-linear normalization

Normalization regulates the size, position, andposhaf character pattern, to reduce the
shape variation between character patterns ofahme lass. Some strategies were proposed to
deform the character shape with aim to reduce thikinaclass variation. The perspective
transformation attempts to correct the imbalancecbéracter width [70], the moment
normalization attempts to rectify the rotation tams$ [71], and the nonlinear normalization aims
to equalize the line density [72, 73]. For slantmalization, the slant can also be estimated
from character field context instead of momentqd.[W4this thesis, we mainly focus on pseudo
2D bi-moment normalization

For the normalization of patterns, we employ theug® 2D normalization method. The
coordinate mapping functions (x,y) and y (x,y)are obtained by linearly combining
one-dimensional functions with the weight dependimganother dimension as given by Eq.
(3-16). The one-dimensional functions are obtaitydapplying 1D normalization to the
projection functions of partial images (for on-lipattern, it can be considered as a imaginary
image on a plane).

X (@y) = ) wixi(x)

.y (3-16)
y'(y) = ) wl )x' )

For an on-line pattern which is considered as imayi imagef(x, y) is partitioned into
three horizontal soft strips by the weight functiniy-axis:

il y) =wf ()i =123, (3-17)
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where w*(y) are weight functions as given by Eq. (3-18) &hdandy. are boundary and
coordinate in y-axis of centroid for the charagtattern W is constant. Similarly, we obtain the
three vertical soft stripfi(x, y) = w!(x)f (x,y),i = 1,2,3.

Ye—y
(W) =wo= =y <

o
lwit) =1-wie)y = y. (3-18)
3 _ yC_y
Lw )= Wo =Y = Ye

The three horizontal stripg!(x, y)i = 1, 2,3 project onto the x-axis as in Eq. (3-19).

PO = ) (e y)i=123, (3-19)
y

The projection functions of the three strips onxisaPf(x) 4 = 1,2,3, are used to
compute three coordinate functiori6”(x), by using the bi-moment normalization (BMN).
The three 1-dimensional coordinate functions aes ttombined into a 2D coordinate function
as given by Eqg. (3-20). The normalization compostdbove two steps is commonly called
P2DBMN.

wiMx® ) + w2 ()x@(x),y < y.

w3 (@ (x) + w2()x@ ),y = . (3-20)

x'(x,y) ={

To obtainx’®(x),i = 1,2,3. by BMN, the second-order moments are split imo parts
at the centroidu, and ub} in x-axis, ub, and ub}, in y-axis. The bi-moments are computed
from the projection of each strip as given by E32(). The centroid of each strip is computed

by Eq. (3-22). The boundaries of the input pattmere-set to[xci -2 /ué‘ ,xb+2 /ué}’,]and
[yg' -2 /ug- i+ 2 /ug;]. For the x-axis, a quadratic functionu(x) = ax? + bx + ¢ lings

three points(xci -2 /ué‘ ,xb,xl+ 2 /u%)to normalized coordinate (0, 0.5, 1), and similarly

a quadratic functiorv(y)works for they-axis. Finally, the coordinate functions are givisnEqQ.
(3-23).
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{x’(i) () = u(x)xD(x) (3-23)

y' @) = vy )

3.2.3 Directional feature extraction

In the on-line character recognition, most of redtign methods are based on some sort of
stroke matching technique. This usually involvawdiing which stroke of the input pattern
corresponds to which stroke of the reference pattealculating the similarities between the
input pattern and the reference pattern using steikilarities. Recognition is accomplished by
selecting the reference pattern having the greataslarity to the input pattern. To keep high
accuracy, input character pattern is required &mitith correct stroke numbers and by correct
stroke orders. However, Japanese characters carfsistany strokes and are written with
varying stroke numbers and in varying stroke ord8is these constraint make most systems
inconvenient. Nowadays, methods permitting usersvtite characters with varying stroke
numbers and in varying stroke orders have beenlaee®. In recent years, the directional
feature is extensively used in OCR and obtainedebetcognition rate than by on-line
matching methods.
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The implementation of direction feature extractisivarious depending on the directional
element decomposition, the sampling of feature eslthe resolution of direction and feature
plane, etc. Considering that the stroke segmentyapénese characters can be approximated
into four orientations: horizontal, vertical, leftagonal and right-diagonal, early works used to
decompose the stroke (or contour) segments inteettieur orientations. Further, Liu etc
proposed to decompose the stroke into eight, e2eantl 36 directions. Generally speaking,
four and eight directional feature is widely us@fcourse, decomposing the contour pixels into
eight directions instead of four orientations (ar pEf opposite directions merged into one
orientation) significantly improved the recognitiancuracy [75]. This is because separating the
two sides of a stroke edge can better discrimitieggarallel strokes.

3.2.4 Blurring and sampling

Each direction plane, with the standard size antimalized image, need to be reduced to
extract feature values of moderate dimensionaftysimple way is to partition the direction
plane into a number of block zones and take tred totaverage value of each zone as a feature
value. Partition of variable-size zones was progdseovercome the non-uniform distribution
of stroke density [76]. Overlapping blocks allegisite effect of stroke-position variation on the
boundary of blocks [77], yet a more effective waydlves partitioning the plane into soft zones,
which follows the principle of low-pass spatiatdiling and sampling [78].

In implementation of blurring, the impulse resporfsaction (IRF) of spatial filter is
approximated into a weighted window, also calldduaring mask. The IRF is often a Gaussian
function given by Eq. (3-24):

£ty 2) (3-24)

207

1
h(x,y) = g2 CXP <—
X

According to the Sampling Theorem, the varianceapater o, relates to the sampling
frequency (the reciprocal of sampling interval). umcating the band-width of Gaussian filter,
an empirical formula was given in [77]:

V2t (3-25)

where t,, is the sampling interval. At a locatioxy(yo) of imagef(x, y), the convolution gives a
sampled feature value
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F(xo,y0) = ZZf(x: Vh(x — x0,¥ — ¥o) (3-26)
Xy

For ease of implementation, partition a directitanp into a mesh of equal-size blocks and
set the sampling points to the center of each blddsume to extradk XK values from a
plane, the size of plane is setKo, X Kt,. FromNy direction planes, the total number of
extracted feature valueshly X K2

The extracted feature values are causal varialBleser transformation can make the
density function of causal variables closer to Gaus [79]. This helps improve the
classification performance of statistical classffidPower transformation is also called variable
transformation [80] or Box-Cox transformation [8Hower 0.5 is employed to transform the
variables or feature vector.

3.2.5 Dimensionality reduction

In order to reduce the computation complexity, we fisher discriminant analysis (FDA)
to reduce the dimensionality of feature vectorsthim process of FDA, we need between-class
scatter covarianc€b and within-class scatter covarian®e of training samples. Suppose there
are C character classesw, a», -+, @) and thej-th class withN; training samples. The total
training samples ibl. Then,S,, andSh are defined as:

c Nj
Sw=) (= 5) (5 — %) (3-27)
j=1i=1
c
Sy = Z N;(%; — %) (% — )T (3-28)
j=1

Nj i

WhereX={x]-i} (j=1,2,...,C, i =1,2,...,N; is set of samples with n-dimensioﬂ?@. = %Zzﬁle
J

- 1 N; .
and X; = =25, ¥.7 %I are the mean vector of t class and all classes, respectively.
] T N&i=14i=14
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Based on the Fisher discriminant criterion [101je tprocess of working out the
transformation matrix is to find out the optimatioawhich makes th&b as large as possible
while making the§,, as small as possible, which is described as

wTS,w

ml = [W1W2 Wm] (3-29)

Wope = argmaxyy |

where {W|i=1,2,..m} are m ndimensional eigenvectors &,'Sh corresponding to then
largest eigenvaluedV,,: is the 72x 7z matrix composed of themn ndimensions eigenvectors. By
the transformation matri¥/,,;, we can reduce the dimensionality of feature wscfoom
n-dimensions tan-dimensions.

3.2.6 MQDF-based off-line character recognizer

The MQDF is the smoothed version of QDF, which penfs Bayesian classification under
the assumptions of multivariate Gaussian densitye&eh class and equal a priori probabilities
for all class. On an input pattekn= (x, ... ,x,)T, the QDF for classv(i=1,....M), has the
form

go=CXw)™ ) (X —up) + log 3 (3-30)

where u;and Y; denote the mean vector and the covariance matrotass o, respectively.
The QDF is actually a distance metric in the setmsg the class of minimum distance is
assigned to the input pattern.

The QDF can be re-written in the form of eigenvextind eigenvalues:
d 1 2 d
Jo(X,w;) = Z — ;X —u)"]" + Z log 4;; (3-31)
j=14ij j=1

wherel;;,j = 1,2,...,d,denote the eigenvalues of class wi sorted in degrgaorder, andp;;,
j=1,2,...,d, are the corresponding eigenvectors. Replacingniher eigen values with a larger
constant, the modified quadratic discriminant fimc{MQDF2) is obtained as
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k 1 2 1 k

where 4;; and ¢;;, j = 1,2,...k denote the eigenvalue of clasg sorted in decreasing order
and the corresponding eigenvectors respectivély,denotes the number of principal
components and,(X) is the square Euclidean distance in the comples@rgpace shown in
Eq. (3-33), the parametef; can be set as a class-independent constant asspbpy Kimura
etal. [82]and tr(};) denotes the trace of covariance.

k
DO = IX = il = > [y (¢ — )"’ (3-33)
j=1

s TG-S 1 Zn:’l"
v (n—k) T n—k Y

j=k+1

(3-34)

Then, the size of the off-line prototype dictionaSyis dependent on the data type of the
parameters;, 4,,¢;;, 6; which are noted ag,, 7, 7,, 75, respectively. In our systet, 7
and7, are integers with 16 bitgj is a long integer with 32 bits. We can have theltsize of

the prototype dictionary given in Eq. (3-35), andis the number of the character categories.

S= N x{nX (T, +KXT,)+kxTy+Ts} (3-35)

3.3 Recognizer Combination

The on-line and off-line character recognizers esenbined by a linear function [33].
Suppose a character patteris recognized as a character cladsy the on-line recognizer and
off-line one with their similarity scoreg,., andfoc}f, respectively. Then, the confidence of the

Ci
com

combined recognize by the sum rule with class-independent linear coinlgi parameters

is given by the following formula:

com = Mf o + A2f 5y (3-36)
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where A1 and A2 are parameters. We use the minimum classificatioor §MCE) criterion to
optimize the parameters, which will be describedhapter 5.
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4. Orientation Free On-line Handwritten Text
Recognition System

4.1 Introduction

This chapter describes an on-line handwritten Jegmriext recognition system that is
liberated from constraints on line direction andiratter orientation. The recognition system
first separates freely written text into text liekements, second estimates the line direction and
character orientation using the time sequence nmdtion of pen-tip coordinates, third
hypothetically segment it into characters using ngewic features and apply character
recognition. The final step is to select the mostugible interpretation by evaluating the
likelihood composed of character segmentation, adtar recognition, character pattern
structure and context. The method can cope withixéune of vertical, horizontal and skewed
text lines with arbitrary character orientationsisl expected useful for tablet PC's, interactive
electronic whiteboards and so on.

4.2 Line Direction and Character Orientation

Here, we define some terminologies. A stroke denatesequence of pen-tip coordinates
sampled from pen down to pen up. An off-stoke igeator from a preceding stroke to a
succeeding stroke. Character orientation is usespéxify the direction of character pattern
from its top to bottom while line direction is uséd designate the writing direction of a
sequence of character patterns until it changeh@sn in Fig.4-1. Although the line direction
is the same as common sense, the character oiwantaight be the opposite from it. We define
them in this way since they are consistent with-fggrmovement direction to write Japanese
characters.
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Figure4- 1 Character orientation and line direction

An on-line handwritten document, or often calleditdl) ink document is formed by text
lines and line drawings, and all of them are forrbgda sequence of strokes. In this paper, we
focus on text but it is made of arbitrary line diien and character orientation.

A text line is a piece of text separated by newe-lamd large space and it is further divided
into text line elements at the changing points dfimg direction. Each text line element has its
line direction as shown in Fig. 4-2. The line direc and the character orientation are
independent.

%

X,

]

¥F
7
@)

48 7%
rg X

I:I Text line element

—_— Line direction

2yl Xy

Figure4- 2 Text line element, Character orientatiorand line direction.

4.3 Flow of Recognition Process

The line-direction-free and character-orientaticgef on-line handwritten Japanese text
recognition system is composed of the steps showigi. 4-3.
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(On-line handwritten Japanese text |
|
Segmentation of handwriting into text line

elements

E stimation and normalization of character
orientation

Estimation and Qluantization of line
direction

[ Over-segrlnentation |

| Construction of i:andidate lattice |

[ Search and :Qecognition |

I
[Recognition result |

Figure4- 3 Recognition steps in the syste.

It separatethanowritten textof arbitrary character orientation and line directiinto text
line element, estimatesand normalizes character orienta, estimates anwquantizes line
directior, apply twe-stage ove-segmentation, constructs a segment-recognition candidat
lattice (s-lattice in short) ar make the Viterbi search for the bpatt in the lattice toecognize
handwriting. The path evaluation functicombiresthe scores of character recognition, ur
and binary geometric features as well as linguistiotex wherethe weights for those factol
are estimated by the genetic algorithm (GA) so as ttimize the holistictex! recognition
performance

The followingsuksections describe th¢, especially updated procesin detalil

4.4  Segmentation of Handwriting into Text Line Element:

Text line segmentation is an important step in -form or-line handwritten tex
recognitior system. In our previous woi83], we have presented a solution to text
segmentation method, which baseff-stroke(pe-up) distances and changing of writ
directions based on the fact thdf-strokes with in a text lir are mostly shorter th. those
between text lines and the text lines are usuaibight. However, this segmentat method
does not perform reliably.84] Propos« a bottorr-up method whic is basd on minimal
spanninctree MST) clustering of connected mponents for te: line segmentation in fr-form
off-line handwritten Chinese document85] Propost a approach to the detection of-line
handwritten text lines based on dyna programming. The system tries to find a path betv
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two consecutive text lines based on a heuristi¢ ftoxction that takes different criteria into
account. [86] Over-segments the stroke sequencBmwith a cost function reflecting the
confidence that a given set of strokes belongsni word, and the text lines are grouped by
merging pairs of stroke clusters in aggressivesstbp[87], an efficient text line segmentation
method, is proposed and demonstrated to be maretiet than most of existing methods.

The main idea of the method is employed for bothperal and spatial merge.

Strokes
Block Pre-
grouping * segmentation
Temporal Temporal
merge segmentation

Temporal grouping

Text lines

Figure4- 4 Flow chart of text line segmentation proess(figture from [87]).
4.4.1 Line segmentation algorithm

Inspired by the work in [87], in this study, we pose a four steps algorithm for text line
segmentation: (1) Block grouping. (2) Pre-segmémat(3) Temporal segmentation. (4)
Temporal merge.

(1) Block grouping

In order to alleviate the computation cost, conteeustrokes with small off-stroke
distance are merged as blocks. The off-strokemtistéeature has been used in [12].

It is calculated from the ending point of the piiog stroke to the starting point of the
succeeding stroke. An off-stroke distance (OD)aretd as

_ \/(xi — xi+1)? + (Vi = Yi+1)? (4-1)
B acs x 0.3

0D

where acs is the average character size, whicstima&ed by measuring the longer side length
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of the bounding box of each stroke, sorting thetles of all the strokes and taking the average
of the larger 1/3 of themx(, y;) and &-1, Yi+1) are the coordinate of the ending point of the
preceding stroke and the starting point of the seding stroke, respectively. If the off-stroke

distance between two successive strokes is smtillr a threshold, they are marked as
belonging to the same block.
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Figure4- 5

Line segmentation - block grouping.

(2) Pre-segmentation

For pre-segmentation, we first define the off-strdietween two consecutive blocks as the
off-stroke between the last stroke of the precedilogk and the first stroke of the succeeding
block. Off-strokes within a text line are usualljoster than those between text lines. If the
off-stroke between two consecutive text blocksasger than a threshold, this off-stroke is
regarded as a segmentation position. The threshadpirically set as five times the average
character size in our experiments to guaranteeingemgithin-line blocks but risk over-merging
multiple text lines with short off- strokes betwettrem. On splitting the sequence of blocks at
segmentation positions, each sub-sequence is splliento text lines in succeeding temporal
segmentation considering the linearity of strolacks.

44



o

. |
| I
ARG 3| 4
It I AEIE
%‘ 7 o & ‘1— r
?‘\ A I:> ?" @ ‘{ 7
HMERES A M g\g
i ‘\? < 8
I -
e 1=
Ll .iil

© ® @ @ O

Figure4- 6 Line segementation - pre-segmentation.
(3) Temporal segmentation

After pre-segmentation, each subsequence of sbluaks (also called a text line) can be
split into multiple text lines at internal off-skes (candidate separation points). Since local
information in the block sequence is not reliabt@wgh to segment the sequence, we adopt a
classification based method with text-level traghimhich can evaluate the segmentation with a
global objective function. To segment the sequeeeeh off-stroke between blocks can be
taken as a candidate separation point, and theipatidn of all the candidate separation points
form a candidate lattice, where each edge represenandidate text line and a path from the
start to the end represents a partitioning of bees. The paths are evaluated using a trained
discriminant function with the global features loé tsegmentation as inputs and the optimal path
is obtained by beam search. At the end of this, steptext lines that have very small size and
do not overlap with other lines.
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Figure4- 7 Line segmentation - temporal segmentatin
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Segmentation point and segmentation candidatedatti

Temporal segmentation choose the best path

Figure4- 8 Segmentation candidate lattice of a tedine string with six blocks(six straight edges). Ech internal

node corresponds to an off-stroke between blocksh€ curved edges denote text lines comprising multgblocks.
(4) Temporal merge

After stroke classification (prior to text line gnoing), some text strokes are misclassified,
which will split a text line into multiple ones. €hemporal merge module is designed to correct
such stroke classification errors and merge thea-segmented text lines. For this stage, an
SVM classifier is trained to make the merge/nongeatecision for each hypothesis.

(5) Spatial merge

In on-line handwritten text, strokes are mostlytien in character order, but there are still
some delayed strokes, which are added to a forimemacter after a later character of the text
line is written. In temporal grouping of text linesuch delayed strokes cause two types of
segmentation errors: the block (or short text liok)lelayed strokes is embraced by a long text
line. And the ends of two collinear text lines al@se to each other but are temporally separated
by delayed strokes. The spatial merge module ended to merge such over-segmented text
lines.
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Figure4- 1C Grouping process. The groupincresults are bounded with red rectangular boxe: (a) stroke
classification results,(Blue: text stroke; gray: no-text strokes.) (b) presegmentation results, (c) temporal segmentatic

results, and (d)temporal merge result (figture from[87]) .
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45 Estimation and Normalization of Character

Orientation

This is made by the two steps as shown in Fig..4tIdroduces multiple hypotheses and
the succeeding recognition stages determine thteebmation.

v

| Estimation of character orientation+

‘ Assumption of character orientation«

5

Figure4- 11 Flow processing of character orientatio

45.1 Estimation of character orientation

When Japanese characters are written, principal rpevement within real strokes as
shown in Fig. 4-12 is the same as the charactentation or/2 counter clockwise to it. This is
because Japanese characters, especially Kanjicthiaaare composed of downward and
rightward strokes. Because of this, if we takelttstogram of displacement direction of pen tip
coordinates, we will see two peaks as shown in4Fld. These peaks are not so stable if
characters are few in a text line element, but thegome more stable as the number of
characters increases. Therefore, we can estimatehtiracter orientation from the histogram of
displacement direction for a text line element. @rthe character orientation is estimated, the
text line element can be recognized by rotatingrattars until their orientation become
downward. Let us assume the intensity of the hrstmgat the anglé asf (0). Then, computé
(0)+ f (6+x/2). This is to find the overlap betwek(®) andf (6+xn/2). If we can find a single and
strong peak, this implies that the peal aind that ob + n/2 are notable an@ is the character
orientation. In order to make the peak detectiomemobust, we take convolution b{6) and
the Gauss functiog(8) = exp(9%/¢”) to blur the peak as shown in Fig. 4-13,4-14 st th
works for slanted characters that have rightwamakss with slightly upward inclination.

The system estimates the character orientation, &0060 and so on, namely being
gquantized by 30 degrees, since is a toleranceroflracter recognizer.
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Figure4- 14 Estimation method of character orientatior(figture form [11]).

4.5.2 Assumption of character orientation

This step assumes characiorientation commonly appearing in relation to thee
direction of a text line element. Assumed oriewotadi are the same and opposite of the
direction, two perpendicular orientations to it ahé four orientations (upward, downwa
rightward and eftward) to the orientation of t input tablet as shown in Fi4-15. We car
expand the assumption more than these orientatix restrict them when the charac
orientation has the strong sign or it is confineahf application:

Y

%
Rl T e

Y

ey

X «+# Character orientation

Figure4- 15 Normalization of character orientation.

4.€ Estimation and Quantization of Line Direction

Here again, we succeed the original process. Tieetin of a text line elemer can be
estimated by the width and height of the boundox and the slant degree from the start p
to the end point of the text line elem

Then, the direction of each text line eleme quantized into 4 directions, rightw: (R),
leftwarc (L), upwarc¢ (U) and downwar (D) as shown itFig. 4-16. Eventhougt there are som
text lines near to or just at the line directiorubdaries (45-45, 135-135), we can decide the
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line directions without bringing any problem. Fostance, the text lin“Kinou ha yuk” in Fig.
4-1, can be detected into leftwaor upward.No matter it is leftward or downward our syst
can work correctly, because we have trained the fdatevery line directio

135 degree ) 45 degree

i

~| Upward
%k (Direction U)
d)

12|

5

Rightward
(Direction R)

4

d)

all‘ Downward
(Direction D)

A

1

Leftward
(Direction L)

-135 degree -45 degree

Figure4- 16 Quantization of line direction.

4.7  Over-Segmentatior

This is the main part ofur update. It is composed of two stages and therlatage
employs dimensionality reductic

Each oftstroke is classified intothree classe: segmentation point (SF),
nor-segmentation poi (NSF) or undecidedpoint (UP) according to geometric features.
segmentation point separates two characters abfftstroke while a nc-segmentation poir
indicates the o-stroke is within a characteOff-strokes with low classification confidence .
undecided points. A sequenc of consecutive strokes between two adje
segmentation/undecided points is a primitive sedjreamd one or more consecutiprimitive
segments form a candidate character pa

In order to minimize the misclassification \follow the twc-stage classication schem
[8]. First, we use tw geometric features to classify -strokes into hypothetical segmentat
points(SF andUP) or nor-segmentation poir (NSF). Then, we apphSVM to further classify
hypothetical segmentation poininto SF or UP. The frocess is detailein the following
subsection:
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4.7.1 Stage 1: Classification by two features

A text line element is hypothetically segmendepending orits quantized directio We
generate hypothetical segmentation points k on features of each cstroke:the distanct
featurefy, (horizontaldistancewhen the line direction iR or L while vertical distancewhen the
line direction isD or U, and the intersecting length featlf; that calculates the over:
intersecting lenth between the group of all strokes preceding thf-stroke and the group of ¢
succeeding strokeThese two features were proposed for ordithorizonta text line [8]. Here
we extend them fcanyotherline directions.

BBp_all- Boundingbox ofall the preceding strokes;
BBs_all: Boundingbox of all the succeeding strokes;

acs: Average character size;

DBx:Distance between BBp_all and BBs_allin X-direction;
DBy: Distance between BBp_all and BBs_allin Y-direction;

if(Line direction= R)

DBx=X coordinate ofthe left positionof BBs_all—
X coordinate of the right position of BBp_all;
if(Line direction= 1)

DBx=X coordinate oftheleft positionof BBp_all—
Xcoordinate ofthe right position of 3Bs_all;

if(Line direction= D)

DBy=Y coordinate ofthe toppositionof BBp_ali-
Y coordinate of the right position of BBs_all;
if(Line direction= 1))

DBy=Y coordinate ofthe toppositionof BBs_all-
Y coordinate of the bottomposition of 3BBp_ail;

Then, fiis extracted as follows:
if(Line direction=R or L) fs=DBx / acs
else f-=DBy /acs

Figure4- 17 A quasi-program to obtain the featurefd

|2 T 12 1S
AT F ;

fd = DBx / acs
— Line direction is R

Figure4- 18 Distance feature fd for line direction F.

The algorithm to obtain the distance featfy, is shown in Fig4-17 with the definitions o

necessary terms. Fi4-18 shows arexamplc.
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The tern acs is the average character size, which is esttrtat measuring the longer s|
length of the bounding box of each str for each text line eleme, sorting the lengths ofll
the strokes and taking the average of the largeoflthem

On the other hand, the intersecting length feéf;is obtainecby the algorithm shown i
Fig. 4-19 and it is depicted in Fi@4-2C.

Sp_an: Group of all the preceding strokes;
S;_au: Group of all the succeeding strokes;

sp: a stroke in S, an;,

s,: a stroke in 8.

Ip, I;: Length from the intersecting point;
[(sp, 55): Intersecting length between s, and s,;

if{s, and s, are intersecting at a point p)
ifiLine direction = R)
I, = partial length of 5, from p to the right end of 5,
[; = partial length of s, from p to the left end of s,;
ifiLine direction = L)

[ = partial length of's, from p to the left end of 5,,;
[s= partial length of s; from p to the right end of 5.
ifiLine direction = D)
[p = partial length of s, from p to the bottom end of 5,
[, = partial length of 5, from p to the top end of s;
ifi Line direction = U)
[, = partial length ofs, from p to the top end of s,;
[; = partial length of s, from p to the bottom end of s,:
else [,=0,1;=0;

1(Sp, 55) = —min(!p, I5) / max(length of 5,, length of 5,);
L Accumulated intersecting length:

L,= Z Z I(s,,$,)

8,65, o 5,68, an

fi: Overall intersecting length for an off-stroke

_J L U L, <0
Ji=

0, otherwise

Figure4- 19 A quasi-program to obtain the feature fi

H

T (215

pIp IsSs

(a) (b)
—— Line direction is R

(a)for strokes intersecting at point P (b) for strdkes contact at point F

Figure4- 2C Features to obtain fi for line direction R
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When the distance feature positive at an oftstroke, we treat it as a hypotheti
segmentation point. When it is less than or eqadd,twe consider the distribution of th
values for true segmentation poin

Undecide Segmentation Point

Undecide Segmentation Point: the area of OABCDE and OFGH

Non Segmentation Point: the are of gray

Figure4- 21 Setting thresholds for hypotheticd segmentatior ( fighture from [8]).

Fig. 4-21 shows the distribution of the distance feature #redintersecting length featu
of off-strokes in a set of training string samples whendilstance feature is less than or equ.
0.We can see that segmentation points anc-segmentation points aiseparated to a larg
extent by these two features. We classifystrokes as hypothetical segmentation points if1
values are in the area of OABCDE, and as-segmentation points otherwise. After this,
modify the classified ncsegmentation poir between tw successive hypothetice
segmentation points in the area of OFGH as hyptdiesegmentation points, if the wic
between the two successive hypothetical segmentatiints divided by acs is greater tha
threshold. We defined these arheuristically by plottingf; anc f; from segmentation sampl

4.7.2 Dimensionality reduction (PCA)

We apply Fincipal Component Analysic (PCA) to reduce geometric features
oversegmentatiorsince we can adjuthe memory size and recognition speed witHosing
recognition and segmentation accuracy significe We then use a SVM classifier to class
the hypothetical segmentation points on the redéeaitres

GivenN samplesx; (i<=N) of n-dimensional feature vectoithe total scatter covarianis
defined as follo\s:
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(4-2)

whereu is the mean vector of all samples. We can obtanoptimal matriX\,, according to
the following formula:

w

opt

= arg max WS, W F|W,W,..W _ | (4-3)

where WV, i=1, 2,...m} are m n-dimensional eigenvectors 8f corresponding to the largest
eigenvalues. Then we can reduce the extracted @hefeic features according to the following
formula:

Yi = WoTthi(Xi O anyi u Rm) (4-4)

4.7.3 SVM classification

A handwritten text pattern is composed of many ati@rs with a sequence of strokes, In
Japanese, different kinds and complexities of altars: Kanji, Hiragana, Katakana, numeric
characters and others are mixed. An input texepatshould be correctly segmented into each
character as far as possible. It is difficult, hgem due to the facts that spaces between
characters are not obvious, many characters inatdiiple radicals with internal gaps and
some characters are connected in writing. To sdhese problems, a text pattern is
over-segmented into a sequence of primitive segneatas to segment true segmentation
points surely but may segment single characteepettinto pieces, which could be combined in
the later text recognition stage. Zhu et al. empleg-stage segmentation scheme [8]. In the
first stage, each off-stroke (a vector from the fasint of a previous stroke to the first point of
the next stroke) is classified into non-segmentagioint (NSP and hypothetical one based on
geometric features. Then, in the second stage, &gplthetical point is classified into
segmentation point SO and undecided pointUP) using SVM model according to
20-dimensional features extracted from an off-@rakhere a SP separates two characters at the
off-stroke, arNSPindicates the off-stroke is within a character atdP is interpreted either as
aSPor anNSP. When it is interpreted as$P, it is used to extract candidate character paitern
beside it with nearest neighbor SP4J#ts interpreted as SPs. When it is interpreted a3
it is considered within a character pattern andsdust play a role for segmentation. We call a
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sequence of strokes delimited 8 or UP as a primitive segment.

In a character-position-free handwritten text pattdiowever, spaces between characters
are very unstable. We can't directly use the cormweal handwritten text recognition model.
The first stage in the above-mentioned recognizay oombine two characters since the space
between them disappears. Therefore, we removeirttesfage and only employ the second
stage.

The next concern is the classification of off-saskntoNSP. SP or UP. We may follow
this scheme or change the scheme. In this papecowgare two segmentation methods. The
first one is the conventional method to classiffratfokes intoNSR, SP or UP although all the
parameters and thresholds are retrained accordirtet new training patterns. We call this
method “candidate segmentation method”. On therdihad, we set every off-stroke @® in
the alternative method although we employ the dugfulsVM model in the text recognition
stage. We call it “undecided segmentation method”.

Namely, the first method classifies off-stroke®iNSP, SPor UP, but the second method
treats every off-stroke d4P. Both of the two methods, however, transform thguot of SVM
to segmentation probability value. Moreover, thgnsentation probability value is combined
into the optimal path evaluation in candidate segat@n-recognition paths.

In segmentation methods, we need to extract maymggic features from an off-stroke in
order to enhance the reliability of over-segmeatatiThrough investigation into related
literatures, we employ all the useful geometrictdeas proposed so far, i.e.56-dimensional
features, to train SVM model. The detail will besdebed in the next subsection.

SVM Model

Support vector machines (SVMs) developed from stadil learning theory [90] for
pattern recognition, have been successful appligtid handwriting segmentation task. Sun et
al. [84] compared different supervised classifiéos classifying gaps between pieces of
handwritten text to inter-word and intra-word clessand found that SVMs outperform the
other classifiers. Zhu et al. [12] employed SVMd&termine segmentation point candidates for
improving on-line freely written Japanese text iggation. Moreover, they showed that the
character recognition rate by SVM-based segmemtatie better than that by the three-layers
neural network, although SVM method takes moreningi time than the neural network. Harbi
et al. [91] also employed a linear kernel-based SMAssifier with temporal and spatial features
for clock drawing segmentation, and showed this hoet outperforms the current
state-of-the-art method on two collected datasets.
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As for the character-position-free on-line handigrit text segmentation, we continue
employ SVM classifier to segment each off-strokéhwmore geometric features.

Support Vector Machine (SVM)

Suppose we are given a trainingl®et{(x,y)|i=1,"-,N}e(XXY)N, wherexieX=Rn stands for
the feature vector of a training pattérnand yieY={—1,1} is an associated class label of a
training pattern, N is the number of training patterns, respecgivel

Then, by mapping from the spaceRato the high dimension spate

PR ton (4-5)
D-is mapped as:
Dr ={(xpydli=1,..N} = {(o(x), y)li =i, ... N} (4-6)

The key idea of SVM is to learn the parameterdiefttyper plane in spatethat has
maximum margin to classify two classes on trairsag

To find the hyper planevx+b = 0, it can be translated into the following optiminat
problem:

n
1
m1n.§|lwl|+CZsi (4-7)
i=

s.tig; =2 0,y;(wx; +b=>21—¢)
where||w|| stands for the maximum margi§,is the learning error of a training patterrC is
the trade-off between learning error and maximumgmarespectively.

Then, the feature vectors are mapped into an aligenspace choosing kernel function
k(xl-,xj) = ¢(x;)@(x;) for nonlinear discrimination. Consequently, itdeato the following
quadratic optimization problem:
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(min: W(a) = %

N
i=1

N N
Z Vi yjaiajK(xi,xj) + 2 a;
j=1 i=1 (4-8)

N
s.t:Zyjal- =0,vVi:0<a; <C
i=1

i

wherea is a vector o variables and each elementorresponds to a training patteny).

The solution of the optimization problem as showitq. (4-8) is to find a vectar:to let
W(a) is the minimum and the constraints are fulfilletieTclassification of an unknown pattern
xi made based on the sign of the following funcifgm), where SV stands for support vector as
shown in Fig. 4-22.

flx) = Z a; yiK(x,x;) + b* (4-9)

i:SV

In this thesis, we set the target value of segntiemtapoints as 1, and that of
non-segmentation points as -1.We use $Mi®2] to obtain the separating hyper plane by
solving this optimization problem as shown in E4:9) on training patterns. This software
efficiently solves classification problem with matinpusand support vectors, and converge with
fast optimization algorithm.

Qsv
wx+ b
wx+b=-1
o
Hyperplane: wx+ b =0
Figure4- 22 Example of Support vectors (figture fron [92] ).

Features for SVM

An off-stroke is evaluated by SVM model. We covittlee useful geometric features from
the literature [54] and [12], and extract 56 featufrom each off-stroke. Table4-1 shows the
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features and table 2 shows terms to derive thee&tuffes. Most of the features are normalized
by an average character size (acs). The averagactbiasize is estimated by measuring the
length of the longer side of the bounding box facte stroke, sorting the lengths from all the
strokes and taking the average of the larger 1i{Bagh.

We just use order information for the on-line cloéea recognition engine, but we do not
use time information. Time information can be usedeparate characters intentionally, but it
causes mis-segmentation when a user stops writing tharacter pattern. In automobile
environment and even in ordinary environment, a& os®y stop writing or resume writing.

Table4- 1 Terms to obtain 21 features.
Symbol The definition of the symbol
Bop Bounding box of the immediately preceding stroke
Bos Bounding box of the immediately succeeding stroke
Dpx Distance betweeBy,andBysto x-axis

If(line direction =L)Dyx = X coordinate of the left position &, -
X coordinate of the right position &

elseDy, = X coordinate of the left position &, - X coordinate ofj
the right position 0By,

Doy Distance betweeB,,andBysto y-axis

If (line direction =D) Dy, = Y coordinate of the top position Bf, -
Y coordinate of the bottom position Bfs

elseDyy = Y coordinate of the top position 8f- Y coordinate of
the bottom position 0By,

Oy Overlap area betwedd, andBys

Dpsx Distance between centers @&, and B,s t0 X-axis Dpsx = X
coordinate of the center 8fs— X coordinate of the center &,

Dosy Distance between centers &, and B,s t0 y-axis Dy, = Y

coordinate of the center Bfs— Y coordinate of the center &,

Dps Absolute distance of centers Bf, andBys

Dsp Difference betweeB,, all andBy,

If (Line direction =R or L ) Dy, = abs(Y coordinate of the top
position ofBy,_all- Y coordinate of the top position Bfs)

else O = abs(X coordinate of the top position Bf, all- X
coordinate of the top position Bfs)
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Table4- 2 21 features for over-segmentation extraetl from each off-stroke.

Symbol The definition of the symbol

fl Time lapse of the off-stroke

f2 Dyp/acs

f3 Dyy/acs

f4 Overlap area betwed, all and Bbp_aII/(acs)2

5 Dox / width of By,

6 Dyx / width of By

f7 Dyy / acs

f8 O, / (width * height ofByy)

f9 O, / (width * height ofByy)

f10 D,sx/ acs

f11 Q, / (width * height ofBy,)

f12 Q, / (width * height ofBhy)

f13 Q,/ (acs¥

f14 D,sx/ acs

f15 D,s,/ acs

f16 D,s/ acs

f17 Dy, / acs

f18 Length of the off-strokedcs

f19 Sine value of the off-stroke

f20 Cosine value of the off-stroke

f21 If(Line directioreR or L) (Dgy/ acg / the maximum (Dgy/ acgin text
else(Dgy / ac9 / the maximur{Dg, / acgin text

4.8 Construction of SR-Lattice

Each candidate character pattern is associated avitimber of candidate classes with
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confidence scores by character recognition. All sgge segmentations and recognition
candidate classes are represented by a sr-lagtiseavn in Fig. 4-23, where each arc denotes a
candidate segmentation point and each node denatbaracter class assigned to a candidate
character pattern.

Figure4- 23 Segmentation-recognition candidate latte.

4.9 Search and Recognition

We evaluates the lattice paths according to thk pealuation criterion first proposed by
Zhu et al. [8] and formulated by Gao et al. [93&ttikombines the scores of character pattern
size, inner gap, character recognition, single-@ttar position, pair-character position,
candidate segmentation point and linguistic contattt weighting parameters estimated by GA.
The optimal path can be found by the Viterbi search

DenoteX = x;...%, as the successive candidate character patteroseopath, and every
candidate character pattern xi is assigned caraldassC;. Then,f(X,C) is the score of the path
(X,C) whereC = C,...Cy,. The criterion for path evaluation is expressed as
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(A1 + Ag2(k; — DIogP(G;|Ci—q, Ci|Ci—3) +
n (A21 + A2 (k; — 1))logP (b;|C;) +

_ (A31 + A32(k; — 1))logP(q;|C) + 2 .
Fe0 z uii+Az<kl-—1))logp<xi|ci)+ o (+10)

(As1 + As2(k; — 1)logP(p¥|C;) +
(61 + Agz (k; — 1))10gP(pf’|Ci, Ciz1) +
/17110gP(gij|Sb) +
A7z Zj:]’:i_ll logP (gj |Sw)

i=1

whereb, g, %, p}, pf’ , gi andgi are geometric features extracted whose details)grained
below. The coefficientsih,, 1h, (h=1,...,7) and\. are weighting parameters, which are adjusted
using GA to optimize the string recognition perfamse on a training dataset.

We start from describing? and p? since they are extended for line-direction-fred an
character- orientation-free recognition. We compihite center line of each text line using a
linear regression line that approximates the centdrthe bounding boxes of the primitive
segments for the text line. The temd consists of two values. For line direction R oritlis
composed of vertical distances from the centertinthe top and bottom of the bounding box.
For line directionU or D, it is composed of horizontal distances to theé &fd right of the
bounding box. They are shown in Fig. 4-24.

The termp? is composed of two values. For line directi@ror L, it is composed of a
vertical distance between the upper bounds andhanafertical distance between the lower
bounds of two adjacent candidate character patteragext line. For line directiod or D, it is
composed of a horizontal distance between theblefinds and another horizontal distance
between the right bounds of two adjacent candidatgacter patterns in a text line. They are
shown in Fig. 4-24.
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- .= Center of text line \

(a) for line directionRandL. (b) forline direction U andD.

Figure4- 24 Geometric features

The termb; is composed of the height and width of the boundiog of a candidat
character pattern

The termg; is an inne-gap vector in a candidacharacter pattern, which is obtained
projecting the character pattern into the horizibatal vertical directions, splitting each of th
histograms into three slices, finding a gap or dapsach slic anc summing total lengths «
gaps as shown ing. 4-25.

Qu Qe GO
Vertical projection

qu="0
Qz=10
gz=0
Qu=10

gis = duwfacs

qe=10

Horizontal projection

Figure4- 25 Inner gar feature within a character pattern.
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The termg; and the terngi comprise multiple features measuring the relatigmbetween
two primitive segments adjacent to a candidate segation point [93].

The values of geometric featurasq;, p{*, pf’, gi andg; are normalized with respect to the
average character size acs for scaling invariaBeeeral geometric features are shown in Fig.
4-24, 4-25.

The term xi denotes features for a candidate clterpatterrx;.

Then, the probabilities are as folloWw®Ci|Ci.1,C..,) is the tri-gram context probability. The
probabilitiesP(b|C), P(g|C), P(p}*|C) andP(p?|Ci.1,C) are assumed to be normal distributions
and model their logarithms by a quadratic discreminfunction (QDF), which can be trained by
training patternsP(x|C;) is evaluated by the character recognizer thatbooimg the scores of
the on-line and off-line recognizers [18P(g; |S) is the probability that spacing between
character patternsS{ appears agj and P(gjS,) is the probability that spacing within a
character patterr§() appears ag;. As the result of over-segmentation in 3J#, is interpreted
as eithel§, or Swin a sr-lattice. It is treated &bwhen it is between character patterns 8nd
otherwise SPis always treated & andNSPis always treated &w The probabilitie$(g; |S,)
andP(g; |Sy) are approximated by the SVM classifier[93].

4.10 Optimization of Parameters

We train all the weighting parametergh;, Zh, (h=1~7) andl in Eq. (5-7). by the
minimum classification error (MCE) criterion [40f the genetic algorithm (GA), using training
data of character-position-free text patterns tximee the recognition rate on this training
data.

4.10.1 MCE

Liu et al. [94] have applied this criterion on hamiten numeral string recognition to
improve recognition performance.

In the character-position-free handwritten texogattion, the weighting parametetsare
trained on a training sé&={X;,C;|i=1,--,N}, where C; denotes the ground-truth text class label
of a training sampleX;, andNis the number of training samples. Each cléds assigned a
discriminant scorgy(X;,C,A). Following Juang et al. [49], the misclassificatimeasure on a
training sample from clag¥ is given by:
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o o 1 ;
d(x',¢l,4) = —g(X,C', A) + log (— z e MILCM) (4-11)

c#ct
wheren is a positive number. Whep> oo,
d(xt,ctA) = —g(x5, ¢t A) + g(x,Ch 1) (4-12)
where(;is the class label with the highest discriminamirean the closest rival class, namely,
ig(X4,C,A) (4-13)

g(X4, C4A) = max

C#C

The loss of misclassification using sigmoid funotie computed by,

1
+ e—§dxicia)

(X5, ChA) = " (4-14)

whereé is a parameter. Then, the loss of misclassificati@sed on training set is defined as:
1 N

L(A,D) = Nz 1(XE, ¢l ) (4-15)
i=1

We use the stochastic gradient descent [50] tan ldeg optimal parameters in Eq. (4-15).
The parameters are updated on each training sdample

A(t + 1) = A(t) — e(t) U VI(XE CL A |A = A(t) (4-16)

whereA(t) denotes the parameters on titng(t) is the learning step is related to the inverse
of Hessian matrix and is usually approximated taliagonal.

As for the character-position-free handwritten teedognition, MCE is to find the optimal
parameters in Eq. (4-15) by minimizing differenagtvireen the scores of the most confusing
text class and that of the correct one. The disnant function is the path evaluation criterion
defined in Eq. (4-9). The rival segmentation-regtign path, which is the most confusable one
with the correct one, is obtained by beam searsBue the discriminant functighsandf. for
the correct path and rival one, respectively. Tiiameters are updated iteratively by:
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At +1) = A®) — (0§ (X1, CLAW®)) (1 = 1 CL AW — f2) (4-17)

4.10.2 GA

Zhu et al. [8] have reported that the GA-basedmatar optimization method yields better
recognition performance than MCE-based method fodire handwritten Japanese text
recognition. The GA-based method, however, takenraining times than MCE.

The parameters are estimated by a GA on the tgateixt patterns as follows:

Stepl (initialization): Initialize N chromosomes with random values from 0 to 1, average
fitness of theN chromosome$idas 0 and timéas 1.

Step2 (crossover) Select two chromosomes at random frhihchromosomes. Cross the
elements between two random positions to produce mew chromosomes. Repeat until
obtainingM new chromosomes.

Step3 (mutation) Change each element#M chromosomes with a random value from
-1 to 1 at a probabilitPmut

Step4 (fitness evaluatiorn) Evaluate fitness in terms of the recognition ratetraining
data with the weight values encoded in each chromes

Step5 (selection) Decide the roulette probability of each chromosoatcording to its
fithess. First select two chromosomes with the éggHitness, and then select chromosomes
using the roulette until obtaining N new chromosenigeplace the oltl chromosomes with
the new ones.

Step6 (iteration) Obtain the average fitness of the n&lvchromosomednew If (frew
—foa<threshold) occursiswoptimes ort > T, return the chromosome of the highest fitnhess.
Otherwise, sefhewto foild, increment, and go to step 2.

For evaluating the fithess of a chromosome, eaamitry sample is searched for the
optimal path evaluated using the weight valueshin thromosome. To save computation, we
first set each weight value as 1 and select the 1@® recognition candidates
(segmentation-recognition paths) for each traisiagple.
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5. Linguistic Context and Geometric Context

In this chapter, we describe the linguistic conaxd geometric context, both of them play
an important role in the path evaluation criterfioncharacter-position-free on-line handwritten
Japanese and Chinese text recognition.

Due to the characters in a handwritten text catmosegmented unambiguously before
recognition, over-segmentation-based method is comynemployed to solve this problem.
Therefore, this method may produce many candidadeacter patterns in the candidate lattice.
For each candidate pattern, the character recagn&ally provides not only a unique similar
class with the corresponding score, but alsoNofN>1) candidate classes with scores. The
linguistic context can provide valuable informatifmm selecting the optimal class from the top
N candidate ones. Moreover, combining the linguikhowledge, the geometric context and
character recognition results, it can verify thendidate patterns, and so improve the text
recognition rate.

5.1 Linguistic Context

In handwritten text recognition, the linguistic pessing of character recognition results
after character segmentation is usually referredst@ost processing[16].Due to the character
recognizer provides several candidate classes fandidate character pattern, the selection of
the optimal class from the set of candidate clagsbased on the linguistic knowledge model.
The linguistic knowledge models are usually repméese: in word dictionaries and statistical
language models, such as character-based n-grajn 88 word-based n-gram [32], [96],
[97].The word-based n-gram language model is gdipebmsed on the syntactic/semantic
classes (e.g., parts of speech) of words. Its wsdiniguistic processing involves the
segmentation of text into words, usually by morplgidal analysis using a lexicon [96],
[97].Moreover, the adaptation of writer-specifiaduistic dictionaries is beneficial for writer
dependent handwritten character recognition [98hdJ¢he linguistic processing, the error rate
of off-line handwritten English text is reduced &lyout 50 percent for single writer data and by
about 25 percent for multiple writer data [99].

Recently, the unsupervised language model adaj®tiproposed for unconstrained off-line
handwritten Chinese text patterns, and improvesréoegnition performance impressively,
especially for the ancient domain documents [1003tLal. [101] applied the recurrent neural
network language model (RNNLM), which is superiothe n-gram language models due to its
capability to capture long-span history by discrative leaning using the recurrent neural
network, to improve the recognition of off-line tewritten Arabic documents.
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Due to the word-based n-gram language models neeadditional word segmentation
tasks, the simple and effective character-basechmgnodel is widely used for handwritten
Japanese and Chinese text recognition[8], [9]. SFilgives an example to shown
character-based and word-based unigrams (), bigram @ = 2) and trigram f = 3) language
model.

A M B B

unigram A1 . TA. M8l

bigram rAml, MB). TBAY
trigram rAABl. TmBEA). TBHE]

(a)
5 ME BR B

w-unigram rAmi. rg@l.r

52

a0

nij
_E
—_

w-bigram ARE/L. TEBREH] .

w-trigram rArRB8EEE] ..

(b)

Figure5- 1 Examples of character-based (a) and worbased (b) unigram, bigram and trigram model.

Statistical language modeling involves attemptsépture regularities of natural language
in order to improve the performance of various ratlanguage applications, such as machine
translations. N-gram models as the most successttistical language mode have been applied
in handwriting recognition, since it can be eagiliegrated with the character recognition. We
will introduce it in the next section.
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5.1.1 N-gram language model

The most widely used language models is n-gramuiagg models, whenmeis called the
order of the model. Such model estimates the staisdependency betweencharacters or
words. Considering the complexity of language med#ie ordem usually takesl, 2 or 3,
namely unigram, bigram and trigram language madshectively.

Given a handwritten Japanese/Chinese text or samtetth | charactersl/=w,w»--w,
based on the statistical language model, the ppoobability of this senten®éC) can be
decomposed as follows:

P (W)=P (W) P (Wa|w1) P (Wa|wiws).... P (W|wy... W.1)
(5-1)
=H{=1 p(w;i|lwiwy ..w;_q)

Here, we assume that the probability of charastdbeing written depends only on the
previous character@y--w..) of the sentence.

In n-gram language models, Eq. (5-1) is transforiéal the Eq. (5-2) with changing the
probability of charactew: being written depends only on the previgus-1) characters of the
sentence.

P(W)= H%=1 p(wWilwiwy ..w;_q) = H%=1P(Wi|Wii—_r11+1 (5-2)

wheren is called the order of the modeli; denotes the characters sequencev;. Even for
low orders, the number of equivalence classes besoguickly intractable. In practice, the
unigrams, bigrams and trigrams are commonly uskdy &re shown in Eq. (5-3), Eq. (5-4), and
Eq. (5-5), respectively.

PW)~ [Ti=; p(wi) (5-3)
P(W)~ [T}, p(wi|w;_1) (5-4)
PW)~ [Tiy p(WiWi—w;i—1) (5-5)

The probabilitiesP(wi|wl-"_‘,1+1) are estimated from a corpus of training texts using
Maximum Likelihood (ML) estimation, namely, by cding the number of times a certain
sequence af.
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Characters appears in the corpus of training texten by

i—1 -1
count(w;“p14) _ C(Witn11

i-1 - i-1
count(w; 4 CW{Zp41

P(wiwiThi1) = (5-6)
where( (-) denotes the number of times the argument is codrdgedthe given training corpus.
The model resulting from Eq. (5-6) maximizes thelihood of the training corpus, which used
to obtain the language models. The n-gram statiticguage models have several advantages,
such as the quick speed due to probabilities afamgare stored in pre-computed tables, simple
calculation, and generality due to models can lptieghto any domain or language, as long as
there exists some training corpus.

For the character-position-free on-line handwrittert recognition, we choose the trigram
language model which combined not only trigram, &igsb bigram and unigram models, with
considering the computation complexity and effeatigss.

Following the ML estimation, however, the n-gramduals face an important problem due
to no corpus is large or wide enough to contairpafisible n-grams, namely, all the textaof
characters not appearing in the training corpu® lz@ro probability. Moreover, many n-grams
appear too few times to allow a good statistictivetion of their probability? (w;|w/Z2, ;). In
order to solve this problem, the smoothing techaiguapplied. We will introduce it in the next

section.
5.1.2 Smoothing algorithm

As many of n-gram probability estimates are gombe zero due to it is impossible that all
words are seen in the training text corpus. Whenawharacter string/ with P (W) =0 during
a text recognition task, that is, the charactemgtishould not occur, which is too hard
discrimination for handwritten text recognition, racognition error will be made. It helps
prevent errors to assign all character strings on-rero probabilities for handwritten text
recognition.

Smoothing technique is used to overcome this prnopie. zero probabilities of the unseen
n-grams in the given text corpus by redistribugimgbabilities between seen and unseen events.
Smoothing techniques produce more accurate protedilby adjusting the maximum
likelihood estimate of probabilities. Typically, swthing methods prevent any probability from
being zero, but they also attempt to improve theuescy of the model as a whole. The name
smoothing comes from the fact that these technitged to make distribution more uniform,
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which can be viewed as making them smoother. Eslhedor the very low probabilities such
as zero probabilities are adjusted upward, and jighabilities are adjusted downward.

One simple way of smoothing technique used in magds the additive smoothing [102],
also called Laplace smoothing, which is to preteadh n-gram occurs slightly more often than
it actually does for avoiding zero probabilitiesy. 5-7) is then transformed by following this
additive smoothing as follows:

. C(witp)+6
Padd(wllwll—_%*'l) == C(‘E/L—lln+)11_ 5|V| (5_7)
i-n+1

where d is a constant, and subjectedad<1. V is the vocabulary, or set of all characters
considered.

The 6 is generally considered as 1, and called add-oreo#nimg. Let us consider the

application of add-one smoothing to bigram probedd, Eq. (5-8) is simplified as follows:

-~ ) = Clwi_qwy) +1 _ Clwi_iwy) +1
+1\Wi_1IW;) = Zoo[C(Wi—lwi) + 1] - Zoo C(Wi_lwi) + |V|

(5-8)

where d is a constant, and subjectedad<1. V is the vocabulary, or set of all characters
considered.

The 6 is generally considered as 1, and called add-orneo#nimg. Let us consider the
application of add-one smoothing to bigram probedd, Eq. (5-9) is simplified as follows:

C(Wi_lwl') +1

CovD) +1V] -9

Py(wilwi—y) =

Many other smoothing techniques have been intratlucéhe literature [102]. Such as the
simple interpolation, Katz smoothing, back off Keedley smoothing and Interpolated
Kneser-Ney smoothing. We will describe the simpleiipolation algorithm.

The simple interpolation is a combine technique lamguage modeling to simply
interpolate them together. For instance, if one &asigram model, a bigram model, and a
unigram model, then

Pinterpolation Wi [Wi—owi_1) = A1 P(W;[wi_ow;_1) + 2,P(Wilw;_1) + A3P(w;) (5-10)
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whereAi1, Az and A3 are parameters with constraint tiiat A1, A2 and A3 < 1. In practice, to
ensure no word is assigned zero probability, we monly interpolate with the uniform
distributionP (w)) =1size of vocabulary, we also need to deal with the case when, for
instance, the trigram context.c._.c:has never been seen, nantefyy—.wi-.w;) =0. In this case,
we use an interpolated bigram model, etc. Giversiitsplicity, simple interpolation works
surprisingly well, but other techniques, such aszkemoothing, work even better, but need
much more training corpus.

In our study, we use this smooth method for trigtanmguage model, which combines the
unigram, bigram and trigram with parameters, whbeeparameters subject o+ 2+ 3=1.It
is reduced to unigram or bigram whenis the first or second character of a sentenceebiar,
to reduce the model size, we set empirically astioéd to prune the low trigrams probabilities.

5.2 Geometric Context

In handwritten Japanese/Chinese text recognitiarer-segmentation-based method is
commonly employed to overcome the character segtientproblem, due to it is infeasible to
segment character reliably prior to recognitione Tdeometric context, which includes the
compatibility of character size, position and betweharacter relationship with respect to the
text layout, can help disambiguate the uncertaintycharacter segmentation. Especially in
Japanese language, the position of the small Kadla as “tsu” is obviously different with the
normal Kaniji. Furthermore, the recognition accuradgil be improved by incorporating the
geometric context with character recognition andguistic context in the candidate
segmentation and recognition path evaluation.

In on-line handwritten Japanese text recognitioakdgawa et al. [10] incorporated the
likelihood of geometric features into the path sspbut only simple features are used, such as
character size, inter-character and between-claraap. Zhou et al. [37] incorporated the
geometric context with character recognition amgyuistic context into a united framework to
overcome the effect of string length variabilitydamprove the recognition performance. Here,
the geometric context models are made by a statishethod, including class-dependent unary
and binary geometric features with more featureeRtly, Zhu et al. [8] combined the more
geometric context with the character recognitiamguistic context and character segmentation
to improve recognition accuracy. The geometric Ussg include the size feature, character
inner-gap feature, and class-dependent unary awaahybposition features.

In on-line handwritten Chinese text recognitiore #mployed geometric context including
more features (class-dependent unary and binarmegic features, and class-independent
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unary and binary geometric features)[46], [9]. Canag to [8], the mainly difference is that it
uses class-independent unary and binary geometitarkes, using simple SVM model. Yin et al.
[103] integrated the geometric features to imprteeperformance of text alignment in Chinese
annotation system. Wu et al. [104] proposed an avgxl binary geometric model that combines
single-character and between-character featuremspoove significantly the numeral string
recognition performance on the NIST special datalhad5].

We will introduce the geometric features used i@ tharacter-position-free handwritten
text recognition system, including the charactee deature, character inner-gap feature, and
unary position feature of a candidate characterepgtand binary position feature between
candidate character patterns.

The character size feature (or shape feature), Iyaime termbiin Eq. (5-7), is composed
of the height and width of the bounding box of adidate character pattern. Fig.5-2 shows an
example of size features of candidate charactéenpat

The character inner-gap feature of a candidatepathamely the termgiin Eq. (5-7), is
obtained by projecting the candidate characteepaihto the vertical and horizontal directions,
splitting each of their histograms into 3 slicesding a gap or gaps in each slice, and summing
total lengths of gaps. Hence, the inner-gap featertor includes 6 values. Fig.5-2 shows an
example of the inner-gap feature of a characteepat

The class-dependent unary position feature, natheytermp;in Eq. (5-7), consists of
two vertical distances from the horizontal centéradext line to the top and bottom of the
bounding box of a candidate character patternhewis in Fig. 5-2.

The class-dependent binary position feature, nathelytermp?in Eq. (5-7), is composed
of a vertical distance between the top edges obthending boxes of two adjacent candidate
character patterns in a text line and that betwhenbottom edges of the bounding boxes, as
shown in Fig.5-3.

Due to Japanese and Chinese language are largactdrarset including thousands of
character classes, it is almost impossible to giicgent training samples covering every class
pair. A feasible method is that using cluster mdtho reduce the number of classes. The
character classes are then clustered into six suigsses by grouping the mean vectors of the
unary geometric features of all character classesadraining text set using the k-means
algorithm. Hence, a pair of successive characteliemis to one of 36 binary super-classes. The
training text character samples, re-labeled tousiary super-classes, are used to estimate the
Gaussian probability density functions of 36 binanper-classes. Then, the binary geometric
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probabilityP (p? |c.,c) is substituted byP(p?|é-,é), where ¢, and ¢ are the unar
suppe-classes oc.-, andc..

We normalize the above 4 featurebi, ¢, p¥, anc p?) by the acs(average charact
size).Then, w assumP(bic.), P(q/c), P(p¥|c), ancP(p?|é.-.,¢) to be normal distributions ar
model their logarithms by quadratic discrimina function (QDF)
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Figure5- 2 Geometric features
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Figure5- 3 Inner gap feature within a character pattern
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6. Experiments

In this chapter, we describe several experiments abraracter-orientation-free and
line-direction-free on-line handwritten Japanese datasets.

@O Evaluation of Dimensionality Reduction
Evaluation of Parameter Optimization by GA
Comparison with the Segmentation-updated System

Performance on Arbitrary Line Direction and Chaeadrientation

@ ® © ©

Performance on Artificially Rotated Text lines

©® Performance on Time Cost and Memory Requiremeribictionaries
6.1 Kondate Database

Kondate [69] is a database of on-line handwrittatigsns mixed of texts, figures, tables,
maps, diagrams and so on. In this research, we us#ythe part of on-line handwritten texts,
which initially has been collected in Japanese frtf0 people at Tokyo University of
Agriculture and Technology (TUAT) in Japan.

As for on-line handwritten Japanese texts in Koaddite most text patterns were collected
by writing natural sentences taken from a Japanesspaper on display integrated tablets. The
writing style was not constrained so that mosthef tharacters were written fluently although
some people write in regular style due to theitingi habit. Moreover, the writers write freely
without any writing grids and even without guideln

Therefore, Kondate database covers any directidrptdterns, such as horizontal, vertical,
diagonal, horizontal and vertical mixed text andbso As shown in Table6-1. From Table 6-1,
we can see that two categories: “copy writing” tiver the categories and “free writing” to
collect casually and naturally written patternslascribed below.

Copy writing: In order to the categories, we present a paditipvith sample patterns,
Then, a participant writes the identical conteBisice, we do not specify the writing order, the
writing order may be different although the redolbks similar. For the copy writing, we
prepared our own sample patterns based on ourierpes. Although, we employed sample
sentences from a newspaper for fairness in KuchimgeNakayosi[105]. The copy right issue
with the newspaper caused a problem for distriloutio
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Free writing: In order to get natural patterns, we ask a paditi to write about a topic.
For instance, we ask “Please write (draw) a mayoaf way from your home to your school or
office”, “Solve the following equation” and so on,

The copy writing is effective to cover the categerand easy to get the ground truth but
has the problem to collect real patterns. On theroband, the free writing affords participants
to write or draw real patterns, but coverage is mssured and ground-truthing is not

straightforward.
Table6- 1 Pages iHANDS-Kondate t_bf-2001-11 (100 people).
Page | Text | Line direction Character Content
orientation

1-11 copy right down horizontal writing

12-22 copy down down vertical writing

23 free vertical, horizontal and slanting unspedfi route

24 free vertical, horizontal and slanting unspedifi Comments about news

25 free vertical, horizontal and slanting unspedifi Comments about the
collection

26 copy mixture of vertical and horizontdl down Information about menu

27 copy mixture of horizontal and slanting slanting Information about product

28 copy mixture of vertical and horizontgl down, up, left and right Lay out of “mah-jong”

6.2 Datasets

We employ a Japanese on-line handwriting databagaysi [19], which stores 1,695,689
patterns for 4,438 categories of Kanji of Chinesigin, two sets of Kana (Hiragana and
Katakana) of phonetic characters, English uppe easl lower case letters, numerals, and so on
to train the character recognizer and geometrigirsgdunctions. The character recognizer
combines off-line and on-line recognition methogs Mormalizing the recognition scores to
conditional probabilitie$(x|C;) [20]. Four QDF classifiers are trained for thegetric scores
P(b|C), P(@IC), P(p}|C) andP(p!|Cis,C).

We prepare the tri-gram table for the linguistioiext from the year 1993 volume of the
ASAHI newspaper and the year 2002 volume of the KEKnewspaper. The data size of the
tri-gram is reduced to 10MB by suppressing non-oweg terms, neglecting a small number of
occurrences, and quantizing the logarithm valuesi-gfram probabilities. In order to train text
recognition parameter and test performance, we @mihle database of character-orientation
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and line-direction free handwritten on-line tékANDS-Kondate thf-2001-11 collected from
100 people, as shown in Table 6-1. Pages 1 thrddghare just horizontal handwritings and
pages 12 through 22 are just vertical lines. P&gshrough 28 are mixture of horizontal,
vertical and slanting text lines with various clwaea orientations. Especially, pages 24 and 25
have freely handwritten patterns under certainc®ps shown in Fig. 6-1.

We prepare sample patterns by separating handuwidte in all the pages in the database
into text line elements, normalizing their charadsentations and classifying them into 4 line
directions R, L, U andD).

For each line direction, we employ 4-fold crossidestion where we use 75 persons’ text
for training and the remaining 25 persons’ text testing. We select one group among the 4
groups as the testing defi =1 to 4) and merge all the remaining groups (75qes’ patterns)
as the training sei. We employ the training seit to train the SVM classifier for
over-segmentation and a set of weighting parameb&sause 21 over-segmentation features
and geometric features for path evaluation areewdfit for each line direction. Then, we
evaluate the performance for the testingis&Ve turn the role of training and testing sets and
take the average of the 4 turns. Table 6-3, 65, ®6 are the data sets.

The statistics of the training sample (Train.) daeskting samples (Test.) for the extracted
text line elements are listed in Table 6-2, whéspis the number of true segmentation points,
Nnspis that of true non-segmentation poitigcis the average number of characters in a text
line element andllal is the average number of characters written bypamson, respectively.
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Figure6- 1 Examples in HANDS-Kondate_t_KH?001-11database from Page23 to Page28.
Table6- 2 Number of samples in training and testingets for each direction
ethod R L D U
Line directio
Train Test Train Test Train Test Train Test
Text lines 42423 14141 498 166 26604 8868 267 89
English letters | 17973 5991 18 6 12672 4224 12 4
Numeral 68295 22765 177 59 31053 10351 15 5
Kana 163287 54429 2253 751 126609 42203 921 307
Kaniji 151443 50481 1335 445 106230 35410 537 179
Others 46824 15608 231 7 29682 9894 99 33
Nsp 405399 207894 3516 1172 279647 93214 131y 439
Nnsp 1223712 335143 11859 3953 860442 286814 4485 1498
Nac(average) | 10.6 10.6 8.1 8.0 11.5 11.5 5.9 5.8
Nal(average) | 1492.7 1492.7 13.4 13.4 1020.8 1020.9 5.3 5.3
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Table6- 3

Number of samples in training and testingets for each direction (datasetl)

ethod Data type Text lines Nsp Nnsp
Line directio
R Train 10552 50737 98775
Test 3635 16721 33509
L Train 123 14 653
Test 35 2 223
D Train 6811 20973 68409
Test 2031 6754 22582
U Train 71 23 301
Test 16 4 46
Table6- 4 Number of samples in training and testingets for each direction (dataset2)
ethod Data type Text lines Nsp Nnsp
Line directio
R Train 11068 51822 101134
Test 3119 15636 31150
L Train 103 8 530
Test 55 8 346
D Train 6478 20355 67957
Test 2364 7372 23034
Train 57 17 217
U Test 30 10 130
Test 3016 4 46
Table6- 5 Number of samples in training and testingets for each direction (dataset3)
ethod Data type Text lines Nsp Nnsp
Line directio
R Train 10494 49798 98507
Test 3693 17660 33777
L Train 123 11 722
Test 30 5 154
D Train 6526 20620 67461
Test 2316 7107 23530
Train 55 16 203
U Test 32 11 144
Test 16 4 46
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Table6- 6 Number of samples in training and testingets for each direction (dataset4)

ethod Data type Text lines Nsp Nnsp
Line directio

R Train 10447 50017 98436
Test 3740 17441 33848

L Train 120 15 723
Test 38 1 153

D Train 6711 21233 69146
Test 2131 6494 21845
Train 78 25 320

U Test 9 2 27
Test 16 4 46

The following subsections report the effects of eisionality reduction, parameter
optimization by GA, comparison with the segmentatipdated system, performance on
artificially rotated text lines in comparison withe Onuma et al. system [11] and the time
complexity and memory requirement for dictionaoéshe system.

The performance is evaluated by tlfieneasure for segmentation and the character
recognition rateCr as shown in Eq. (6-1) whereis recall andp is precision respectively. The
recall rate measures the tolerance to search emdrde the precision rate measures the

tolerance to search noises.

The experiments are implemented on Intel(R) Core(TRM3770S 3.10GHZ with 4.0GB

memory.

2

f= 1/r+1/p

number of correctly detected segmentation points (6-1)
r= -

number of true segmentation points

number of correctly detected segmentation points

P = umber of detected segmentation points (including false)

6.3 Evaluation of Dimensionality Reduction

In order to investigate the effect of the featwgduction using PCA to reduce the extracted
21 geometric features for over-segmentation, wethesresults of reducing the 21 geometric
features. Table 6-7 presents the average perfoenancthe testing sets, where the average
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character recognition tim& and the memory size of the system are shown ak asethe
f-measure for segmentation and the character réomgmnateCr.

Table6- 7 Performance on reduced dimensionalities.
o Reduced dimensionality
Imensio
Line direstion
21 19 17 | 15 13 11 9 7 5 3 1
Memory (MB)| 1288 11.74 110.79| 9.78 | 8.54 6.98 5.75 473 3.81 2.96 1.5p
f 0.986 0.984 [ 0.983| 0.983| 0.983 | 0.983 | 0.984 | 0.984 | 0.984 | 0.983 | 0.983
R (Cr(%) 92.22 92.15(91.87| 91.87| 91.86 | 91.87 | 91.89 | 91.90 | 91.89 | 91.75 | 91.83
T (ms, 54.0 535 | 49.3 49.1 | 48.9 48.9 47.6 47.4 46.1 44.3 39.8
f 0.980 0.980 | 0.980| 0.980| 0.980 | 0.980 | 0.980 | 0.980 | 0.980 | 0.972 | 0.972
L [Cr(%) 92.93 92.93(92.93| 92.93| 92.93 | 92.93 | 92.93 | 92.93 | 92.93 | 90.96 | 90.96
T(ms; 37.8 378 | 37.84 378 | 37.8 37.8 37.8 37.8 37.8 23.5 235
f 0.962 0.962 | 0.962| 0.962| 0.962 | 0.962 | 0.962 | 0.962 | 0.962 | 0.962 | 0.962
U [Cr(%) 91.52 91.52 (91.52| 91.52| 91.52 | 91.52 | 91.52 | 91.52 | 91.52 | 91.52 | 91.52
T(ms; 79.9 799 | 79.9 799 | 79.9 79.9 79.9 79.9 79.9 79.9 58.0
f 0.991 0.986 | 0.986| 0.988| 0.988 | 0.988 | 0.988 | 0.989 | 0.988 | 0.989 | 0.986
D [Cr(%) 91.60 91.07 [91.07| 91.09| 91.09 | 91.10 | 91.14 | 91.16 | 91.10 | 91.13 | 91.02
T (ms, 49.6 493 | 49.3 488 | 486 48.6 47.9 47.7 47.3 47.0 4509

From the results, we can see that the 21 dimengipoéthe original features achieves the
best recognition and segmentation accuracy whitoitsumes the largest memory space and
recognition time although it is not so serious #gorcommon personal PC. Other reduced
dimensionalities such as 5 can reduce the memagy and recognition time largely without
losing recognition and segmentation accuracy sSiamntly. In order to keep the high

recognition rate in the following experiments, vee uhe 21-dimensional features.

6.4 Evaluation of Parameter Optimization by GA

In order to justify weighting parameter optimizatidy GA, we draw a comparison
between GA and the minimum classification error @)Criterion [21] optimized by stochastic
gradient decent [22] (MCE-SGD). MCE-SGD is to fitite optimal parameter vectar by
minimizing the following difference between the szpof the most confusing text class and that
of the correct one:
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LMCE(/L X) = G(max(scorelncorrect) - Scorecorrect)

ox)=1+e™)?

(6-2)
Scorecorrect = Score of the correct path in a sr — lattice
Scorepncorrect = Scores of the incorrect paths in a sr — lattice
Table6- 8 Performance optimized by GA and MCE-SGD ¢ segmentation-updated system.
Method GA MCE-SGD Segmentation-updated
System[12]
Line directio f Cr(%) f Cr(%) f Cr(%)

R 0.9864 92.22 0.9855 92.07 0.9660 73.61
L 0.9809 92.93 0.9748 91.95 0.9838 80.75
U 0.9624 91.52 0.9703 91.10 0.9897 80.23
D 0.9710 91.60 0.9874 90.89 0.9647 75.83

Table 6-8 shows the average performance on thiedestts, from which we can see that
the optimization GA produces better performance M&E-SGD.

6.5 Comparison with the Segmentation-updated System

We also compare the performance of our proposedersysand that by the
segmentation-updated method in [12], which careb&et since character orientation is already
normalized. It used an one-stage classificatioreseh on over-segmentation and applied a
recognition model that could be viewed as a specis¢ of the model employed in this paper by
settingAh; =1, Ah,=0 (h = 1,...,7) without using the terms relatedkko(number of primitive
segments composing a character parameter) in B.(6-

(A Ak ~D)IogPG |G, G )+

(A + Aok ~D)logP |G ) +(A, + A,k ~D)logP(q |G )+
(A + Ak =D)IogP(x |G )+ +A,(k —D)logP(p' |G )+ |+
(s + Aok =D)logP(R’ 1G .G )+

Ji tki -1

/17llogngi |SP+4,, ZIng(gj [ Swy

=i+

f(X,C)

1
M:

(6-3)

11,
-

We add the performance by the segmentation-updatsem in Table 6-9 and we can see
that the character recognition rate has been larggiroved.

82



6.6 Performance on Arbitrary Line Direction and Character

Orientation

We test the performance on the 6 pages (23~28)e BB shows the average performance
on the testing sets in comparison with the Onuna. etystem, where scores by the Onuma et al.
system are quoted from [11]. We can see the lamgpeavement from the Onuma et al. system
due to the update of line-segmentation, over-setatien and path evaluation, although we do
not validate the Onuma et al. system by cross aadid.

Table6- 9 Performance on mixture of vertical, horibntal and slanting lines.
ethod Proposed System Onuma et al. System[11]
f Cr(%) f Cr(%)
Page
23 0.9878 92.33 0.7523 63.87
24 0.9792 90.70 0.7368 62.66
25 0.9767 89.62 0.7118 60.51
26 0.9763 89.43 0.8698 72.81
27 0.9675 86.45 0.7245 62.10
28 0.9933 90.58 0.7538 64.61
P23 (topic about route) The result of recognition
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P26(topic about menu) The result of recognition
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Figure6- 2 Page of 23-28 and the result of recortigin

P23-P25 the recognition errors due to line segntientaand character recognition. To
solve this problem, we should to improve the ch@racecognition accuracy. Increasing the
number of candidate classes can reduce the missitayrect class.

P26 the recognition errors due to the recognitibparentheses.To solve this problem,
we should to add the parenthese into the dictionary
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P27 the recognition errors due to the recognitibihe text lines of characterSUf¥ (2 fF
HAKA  KEFiz—/1), the mis-normalization of the line direcion arfthracter orientation.
To solve this problem, we should improve the ediibmaof line direction and character
orientation.

P28 the recognition errors due to the recognitiba oninus sign.To solve this problem,
should to add the a minus sign into the dictionary.

6.7 Performance on Artificially Rotated Text lines

Since the amount of text lines in the above 6 pd@8s28) is not many, we prepare
artificially rotated text lines by rotating the gimal 22 pages (horizontal handwritings in pages
1 through 11 and vertical lines in pages 12 thro2ghy the amount of 30, 90, 130 and 240
degrees as shown in Fig. 6-3.
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Figure6- 3 Examples of rotated handwritten text lires.

Table 6-10 shows the average performance on thimgesets in comparison with the
Onuma et al. system, where scores by the Onuniaststem are quoted from [11]. We can see
that the proposed method works well without anyrdegtion for those artificially rotated text
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lines and its performance is far better than ther@m et al. system due to the enhancement in
line-segmentation, over-segmentation and path atialy although we do not validate the
Onuma et al. system by cross validation.

Table6- 10 Performance on rotated horizontal/vertial handwritings.
thod Proposed System Onuma et al. System[11]
Degree f Cr(%) f Cr(%)
Original 0.9899 92.92 0.8386 71.52
30degree 0.9865 91.78 0.8212 70.25
90degree 0.9896 92.44 0.8375 71.57
130degree 0.9884 92.74 0.8232 69.86
240degree 0.9898 92.76 0.8229 70.16

6.8 Evaluation of Time Cost and Memory Requirement for

Dictionaries

Finally, we present the time and space complexitthe system as shown in Table 6-11,
6-12.The time and memory requirement of the Onutra. esystem was 16.84 m sec, 7.87MB,
respectively.

The time complexity has been doubled and the Memeqguirement has been tripled.
Nevertheless, the recognition speed is quick endagpractical applications and the memory
requirement is practical, which is almost the saismi¢he recognizer for horizontal.

Table6- 11 Evaluation of time cost.

Process Processing time/character(ms)

Segmentation of handwriting into text line elements 0.61

Estimation and normalization of character orieotati

Quantization of line direction

Over-segmentation 3.22
Construction of sr-lattice 0.10
Search and recognition 27.32
Total recognition time 31.25
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Table6- 12 Memory requirement for dictionaries.

Dictionaries Memory Size

Tri-gram 10.67MB

Geometric features | SizeP(b|C) and inner ga@(q|Ci) 542KB
Unary P(p"|C) 270KB
Binary P(p"|Ci..,C) 280KB

Character recognizer 15.25MB

4 SVM classifiers for over-segmentation 2.39MB

Total memory requirement size 29.37MB
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7. Conclusion and Future Work

In this chapter, we draw the conclusion of thissik, and give several directions for the
future works.

7.1 Conclusion

This paper has presented significant improvementsour line-direction-free and
character-orientation-free on-line handwritten Jegs@ text recognition system. Through
updating the text line segmentation and over-seg¢gtien and then integrating them into a
robust context integration model, the system adsehigh recognition rates on on-line
handwritten text of arbitrary character orientatéord line direction comparable with horizontal
text with normal character orientation.

The results of experiments on text from thANDS-Kondate t bf-2001-1tlatabase
demonstrate significant improvements in the charactcognition rate compared with the
previous systems. Rightward 92.22%, leftward 92.98ftard 91.52% and the downward is
91.60% respectively. The recognition rate mixtuféorizontal, vertical and slanting lines of
text with arbitrary character orientation is ab®80%6.

The time and memory requirement of the Onuma esydtem [11] was 16.84 m sec,
7.87MB, respectively (29.37MB). The time complexitgs been doubled (31.25ms) and the
Memory requirement has been tripled. Neverthelissyecognition speed is quick enough for
practical applications and the memory requiremgmiractical, which is almost the same as the
recognizer for horizontal.

There remain several works to improve the perfogeaThe gravity center information
[13] might be added for line direction estimatidviodule organizations must be refined to
incorporate the system for ink search and othelicgijpns.

7.2 Future work

Fig. 7-1 shows some examples of misrecognition amsisegmentation given by the
proposed model. For each example, the upper litleeisvritten text, and the lower line is the
recognition result followed by the correct resuliese the recognition errors are highlighted by
underlines. We observed three major sources cassijigentation-recognition errors.
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Figure7- 1 Examples of recognition errors.

QD Problem of character recognition: Figure7-E(f8 show recognition errors
due to character recognition, where the correctvars are not within the top 10 candidate
classes output by the character recognizer for ehahacter pattern. To solve this, we need to
improve the character recognition accuracy. Inéngaghe number of candidate classes can
reduce the missing of correct class, but slows dilwemnrecognition speed.

2) Problem of path evaluation: Figure7-1 (c)4tpw recognition errors due to
path evaluation. Correct character answers ara@nitte top 10candidate classes but the path
evaluation fails to find the correct one. To salis, we should improve the scores of linguistic
context and geometric features.

3) Problem of over-segmentation: Figure7-1 (estfw recognition errors due
to over-segmentation. There are mis-segmentatiotiee aver-segmentation stage. To solve this,
we need to improve the accuracy of over-segmenmtatio

For interface research, it is necessary to recegetzaracter strings freely written in
directions by electronic boards and tablets, andetable to edit with pen and finger. It should
be able to change the size and the font of theackens, and the line direction with gestures.
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For application research, we are considering haitidgrfreely written on electronic
boards and tablets, from which we can search fltoenWeb or get the machine translate and
save the results. If you learn and use handwrittgns in class, you can use it and save it, you
also can review it at the next class and proceddetmext lesson.
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